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Abstract—In this letter, we compare the complexity and
efficiency of several methods used for multiuser detection in a syn-
chronous code-division multiple-access system. Various methods
are discussed, including decision-feedback (DF) detection, group
decision-feedback (GDF) detection, coordinate descent, quadratic
programming with constraints, space-alternating generalized EM
(SAGE) detection, Tabu search, a Boltzmann machine detector,
semidefinite relaxation, probabilistic data association (PDA),
branch and bound (BBD), and the sphere decoding (SD) method.
The efficiencies of the algorithms, defined as the probability of
group detection error divided by the number of floating point com-
putations, are compared under various situations. Of particular
interest is the appearance of an “efficient frontier” of algorithms,
primarily composed of DF detector, GDF detector, PDA detector,
the BBD optimal algorithm, and the SD method. The efficient
frontier is the convex hull of algorithms as plotted on probability
of error versus computational demands axes: algorithms not on
this efficient frontier can be considered dominated by those that
are.

Index Terms—Code-division multiple access (CDMA), multiuser
detection.

I. INTRODUCTION

VER the past decade, synchronous code-division mul-
() tiple access (CDMA) has been analyzed intensely. For
multiuser detection in a synchronous CDMA model, prior re-
search has focused on designing suboptimal receivers with low
computational complexity and better performance than a linear
detector [15], [19]. Among them are multistage detectors [20],
group detectors [21] and decision-feedback (DF) detectors [5],
[6], [23]. Detectors based on a Voronoi diagram construction al-
gorithm are proposed in [29]. Usually, suboptimal methods need
to perform a projection to satisfy the integrality constraints on
the solution domain, and this can significantly increase detec-
tion error.

Based on the idea of successive cancellation, a systematic
DF detection approach was given in [23]. While maintaining
the computational complexity of O(K?2), DF methods provide
a significant improvement in probability of error when com-

Paper approved by X. Wang, the Editor for Equalization of the IEEE Com-
munications Society. Manuscript received April 30, 2002; revised September 6,
2003. This work was supported in part by the Office of Naval Research under
Contract N00014-98-1-0465 and Contract NO0014-00-1-0101, and in part by
the Naval Undersea Warfare Center under Contract N66604-1-99-5021.

F. Hasegawa is with the Electrical and Computer Engineering Department,
University of Toronto, Toronto, ON M5S 3G4, Canada.

J. Luo is with the Institute for Systems Research, University of Maryland,
College Park, MD 20742 USA.

K. R. Pattipati, P. Willett, and D. Pham are with the Electrical and Computer
Engineering Department, University of Connecticut, Storrs, CT 06250 USA
(e-mail: willett@engr.uconn.edu).

Digital Object Identifier 10.1109/TCOMM.2004.826410

pared with the decorrelator [15] and with the traditional min-
imum mean-square error (MMSE)-based detector [19]. How-
ever, computer simulations show that, in most cases, and espe-
cially when some signature waveforms are strongly correlated,
there is still a large gap between the probability of error of DF
detection outputs and that of the optimal solution [23].

In this letter, we compare several methods used for multiuser
detection in synchronous CDMA. We consider quadratic
programming with constraints, branch and bound (BBD), coor-
dinate descent, group decision making, semidefinite relaxation
(SDR), Tabu search, the space-alternating generalized expec-
tation-maximization (SAGE) algorithm, and probabilistic data
association (PDA); these algorithms are capable of achieving
near-optimal performance with relatively low computational
complexity. Simulation results show that the PDA and several
other methods can significantly outperform the DF detector
or its group decision-feedback (GDF) counterpart, the GDF
detector. We also show tradeoffs between computation time and
accuracy of each algorithm and display a lower bound in the
efficiency created by some of the algorithms mentioned above.

II. PROBLEM FORMULATION

A discrete-time equivalent model for the matched-filter out-
puts at the receiver of a CDMA channel is given by the K -length
vector [23]

y=Hb+n D

where b € {—1,+1}% denotes the K-length vector of bits
transmitted by the K users. When all the user signals are equally
probable, the optimal solution of (1) is the output of a max-
imum-likelihood (ML) detector [15]

¢mL :b=arg  min

be{-1,41}x
The ML detector has the property that it minimizes, among all
detectors, the probability that not all users’ decisions are correct
(i.e., it minimizes the group detection error). Without a specific
design of the signature waveforms, ¢y1, is NP-hard and expo-
nentially complex to implement [15]; the focus is then on de-
veloping optimal algorithms based on intelligent search and, if
that is not feasible, easily implementable near-optimal integer
programming algorithms for its solution.

In (1), H = WRW is a positive definite signature wave-
form correlation matrix, R is the symmetric normalized cor-
relation matrix with unit diagonal elements, W is a diagonal
matrix whose kth diagonal element, wy, is the square root of
the received signal energy per bit of the kth user, and n is a
real-valued zero-mean Gaussian random vector with a covari-
ance matrix o2 H. Thus, the results of this letter apply directly

(bTHb - 2yTb) G
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only to the case of additive white Gaussian noise (AWGN) and
users’ powers precisely known and bits transmitted synchro-
nously. However, synchronous CDMA over fading channels can
also be modeled by (1), including the situation when the channel
status is known to the receiver [23], as well as the situation when
the channel status is estimated using Kalman filters [22]. In-
deed, quite general situations involving asynchronous transmis-
sion (e.g., [6], [14]) and both asynchronicity and fading (e.g.,
[18]) are built around kernel algorithms that solve problems sim-
ilar to (1); so we submit that our findings may have wider appli-
cability than simply to the known-powers/synchronous case.

III. CDMA DETECTION BY VARIOUS ALGORITHMS
A. Matched Filter

The simplest suboptimal algorithm is a single-user matched
filter [24]. It makes a decision based on the sign of the observa-
tion in (1)

PMaten © bar = sign (y) . )
Due to its poor performance it is not discussed further.

B. Decorrelator

The conventional decorrelation detector improves on the
matched-filter output. The decision is found in two steps
[15]. First, the unconstrained solution b = H _ly is com-

uted, and then this is projected onto the constraint set via
b; = sign(b;) V¥ i. This method also performs poorly (more
errors and higher computational load than DF), and hence, it is
not included for comparison here.

C. DF Detector

DF detection based on the decorrelation detector is described
in [23]: the method lowers the probability of detection error
by applying a successive cancellation technique on users. The
choice of user ordering is discussed in [23, Th. 1]. Conceptually,
the “easiest,” or the most powerful user, is detected first.

D. GDF Detector With Optimal Grouping

The idea of successive cancellation is that a correct decision
on the strong users will improve the performance of weak users.
In order to avoid an exponentially complex search among all
users, it is intuitive to divide users into several groups; this was
first introduced by Varanasi in [21], and enhanced in [12]. The
grouping algorithm presented in [12] is optimal in the sense that
it maximizes the lower bound of the performance measure [12]
for every group, given the maximum group size. The details of
the optimal grouping algorithm may be found in [12]. In the
simulation, the maximum group size was set to three.

E. Quadratic Programming With Various Constraints

In this letter, we formulate the constraints in (2) in three ways:
-1 <b <1LVi;2)b? =1,V43) N8, 02 =K.
The quadratic programming problem with the first constraint
was solved by the reflective Newton method [4], motivated by
the positive definiteness of H. For the minimization problem
with the second and third constraint, a primal-dual method [3]
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was used. A quadratic programming detector with a constraint
b"b < K is proposed in [25]. All of the detectors were followed
by a hard-decision (b; = sign(b;) ¥ i) and were initialized using
the output of DF detector. “Dual” values in the second and third
approach were initialized with unconstrained decorrelator solu-
tion. The first approach is not shown in the results section, since
it has often failed to make a correct decision, even when the ini-
tial solution was correct.

E. Coordinate Descent Family

The problem in (2) is equivalent to the following [10]:
- 1
¢ea : b= argzer{%i;rll}K <§$TQ.1: + cTz) 4)
where z = (b+e¢/2),¢ = —(y+ He),Q = 2H, and e =
[11...1]T. The problem in (4) is inherently equivalent to

K K
R ) 1
Ped : b:argze%{rf}K g g qijxiwj—i-;:l (ci + 5(]11377,) T

j=11i<j

)
where ¢;; denotes the (¢, j)th element of Q. The Descent I and
Descent Il algorithms can be viewed as searching for a dis-
crete “greedy” local minimizer in the neighborhood of the point
x = [z1,...,2K]. The Descent I algorithm “flips” one bit per
iteration, and Descent II flips up to two. Detailed descriptions
for both Descent I and Descent II can be found in [10]. A de-
tailed analysis on generalized local ascent search algorithms is
presented in [28].

G. Tabu Search

Tabu search was first presented in [8], and is considered
one of the most effective heuristic optimization techniques
known today. This method has many modifications for specific
approaches, and accordingly, we have modified it so that it
suits the CDMA application. The Tabu search consists of three
modes, namely, the ascent step search, the local minimum
search, and the penalty mode. During the local minimum
search, bit flips are performed to seek a minimum. Once a
minimum that improves the current best cost is found, an
ascent step will be taken subsequently so that such a step will
guide us to a different local minimum. Following ascent or
descent steps, a penalty will be imposed on the bit with which
an improvement in cost function (2) is made.

H. Boltzmann Machine Algorithm

We consider the synchronous multiuser detection problem in
(2) as a problem of state estimation of stochastic neurons in a
Hopfield network [9]. A similar method has been proposed in
[27]. In particular, we make a decision for each bit according to
the following probability:

P{b;=+1} =

(6)

1
1+ exp (— Af 1 )
where T' is a design parameter and F; is a change in the cost
function (2) by flipping b; from —1 to +1. A decision for each
b; is made as follows:

_ [+,
b = { o

if P{b; = +1} > 0.5+ 6 o
if P{b; = +1} < 0.5+ 5
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where § = £(T/Ty)0, ( is another design parameter such that
0 < B < 1 and 1y is the initial value of 7. The polarity of § is
switched randomly for every bit. At each iteration, 7" is scaled
by a factor « where 0 < o < 1.

1. SAGE Detector

New iterative multiuser receivers based on the expectation-
maximization (EM) algorithm and the SAGE algorithm were
proposed in [17]. In the SAGE algorithm, an estimate for each
bit is updated sequentially to approximate the ML solution in
(2). A detailed description of the algorithm is given in [17].

J. Genetic Algorithm

In [7], a multistage detector embedded into a genetic algo-
rithm was proposed. It was shown that the proposed approach
reduces the computational complexity by providing faster con-
vergence. In our approach, bit flips are performed periodically
to improve the solution provided by the genetic algorithm.

K. SDR

Semi-definite programs are convex optimization problems
that unify several standard problems, e.g., linear and quadratic
programming. It is shown in [16] that SDR is an accurate and
efficient approximation method for certain NP-hard problems,
and that it can approximately solve the ML detection problem
in O(K3?) computations. A detailed SDR algorithm is given
in [16].

L. PDA

The PDA is one of the simplest and most effective approaches
to target tracking [1]. The PDA idea can be applied to the CDMA
model (1) as follows. The decisions on each user can be con-
sidered as binomial random variables, with the currently esti-
mated probabilities for the bit from user 7 to be +1 or —1, P,
and 1 — P, respectively. By using a Gauss—Seidel iteration, the
“soft” decisions are updated sequentially on all users. From (1),
we have

H 'y=b+H 'n=be; + Z bjej + H'n )
J#i

where e; is a column vector whose ¢th component is one, and
whose other components are zero. When updating the proba-
bility for user ¢ to be each of its possible values, the combina-
tion of interferences from other users are considered (approxi-
mately) as a Gaussian random vector, with the mean and vari-
ance for user j calculated according to the current decision prob-
abilities as (2P, — 1) and 4P, (1 — Py, ), respectively. We con-
sequently obtain

P(ylbi) ~ N | biei+ | > (2P, — 1)e; | ,
j#i

Z 4Py, (1 — Py, )ejel +o”H™" | (9)
J#i
in which A refers to the standard normal probability density
function (pdf). We then update P,, and iterate. The technique is
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described in more detail in [13]. The PDA algorithm is shown
below, and its computational burden is approximately O(K?).
PDA Algorithm
1) Initialize P, = 0.5V i. Setb = [1,1,...,1,1]7.
2) Based on the current values of Py, update Py, (i # j)
as follows. Formulate a new model

g=b+n (10)

where 4 = H™y. Now, the pdf of § is N'(0, 02 H ™).
3) Next, repeat Step 3 and Step 4 V ¢

biei = :I~/ — Z bje]-.

J#i
Note that b; is a scalar number. In addition, e; denotes
[0,0,...,1,...,0]T, where 1 is located at kth posi-
tion. Next, we denote [Pbl,sz,...,PbK]T as Py, and
denote (P); as the ith component of Py,. Also denote
diag(Py):; as a matrix with only the ith diagonal element

of diag(Py,) as follows:

(11)

0 ... 0 ... 0
0 ... 4Py (1= Py)

CoL 0
0 ... 0 ... 0

Then we can write the pdf of (11) as
b;e; ~ N(:l} — (2Pb - 1) + (2(151,)1 — 1)62',
o2H! + diag(Py) — diag(l_’b)ii). (12)

4) Let Q@ = ¢>H ' + diag(P;). Approximate the inverse
of covariance matrix in (12), which we will call €2; 1,
by using the Sherman—-Morrison—Woodbury formula as
follows:

Q hH;@hHf
1—-4P,,(1 - P,,)(Q™ )i
where (271); and (Q7");; correspond to the ith column
and ith diagonal element of 2™ L respectively. Update P,
as follows:

Q' = +4P, (1- 1)

2

1
1+ o200 (2,

where (Ql_ 1) _denotes the ith column of ;" 8; denotes

P, =1- (14)

the mean vector of the normal distribution in (12). Make
a decision on user ¢ using b; = +1 if F,, > 0.5 and
bi=—-1it P, < 0.5.1f¢ < K,¢ =14+ 1, and return to
Step 3. If all P, are updated, proceed to the next step.

5) Return to Step 3 if none of the P,, converge. If some
of them do, proceed to Step 6 to remove them from the
model in (10). If all users converge, stop.

6) Divide users into two groups, b = b b |, where P,
of the users in group G have converged, and those in G
have not. Update the model in (1), and update (10) ac-
cordingly, as follows:

yeHecbe = ng
where H z¢ denotes a portion of H matrix which corre-
sponds to the users in GG. Return to Step 2.
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M. BBD

The optimal solution to (2) can be obtained by interrogating
each of the 2% possible b’s. There are intelligent ways to com-
pute such combinations. In [11], an optimal algorithm based on
the BBD method with an iterative lower bound update was pro-
posed. It was shown that the proposed method can significantly
decrease the average computational cost. Suppose H = L' L is

the Cholesky decomposition of H. Then H~' = L™'(L™")T.
Therefore, as shown in [11], (2) is equivalent to
oML - b= arg  min “Lb — (L_l)TyH;. (15)
be{-1,4+1}%

Denote § = (L 1)Ty, D = Lb, and denote the kth component
of D and y by Dy, and yy, respectively. Consequently, (15) be-
comes [11]

K
min Z (D — i)>.

(16)
be{-1,+1}% 1

QSML : 6 = arg

Since L is a lower triangular matrix, dj depends only on
(b1, ...,br). When the decisions for the first k& users are fixed,

k

&=y (Di— i)

i=1

a7)

becomes a lower bound of (16). Besides the use of the lower
bound, the general BBD method [2] has several variations in
searching the nodes, including the depth-first search, breadth-
first search, best-first search, etc. In CDMA multiuser detec-
tion, since the observation vector y is generated from a statistical
model (2), [11] proposed an efficient BBD-based algorithm that
reduces the average computational cost significantly, compared
with other optimal algorithms. Define wy, and dj, for user & as

up = arg min (Vi <j <k, lj; <lp)

0<i<k
dy, argk?%)%(‘v’z <j<k, lij<lp) (18)
The BBD algorithm is shown below.

“Depth-First” BBD Algorithm

1) Order users according to [23, Th. 1], which is also pre-
sented in Proposition 2 of that paper; compute y, H, and L
matrices for the ordered system; precompute the vectors u
and d, the components of which are defined by (18).

2) Precompute § = L™ "y.

3) Initialize k¥ = 0. 2z = 9, & = 0, UPPER = +o00 and
initialize K queues by V k, ¢, = NULL.

4) Set k = k + 1. For both nodes in level k (b, = —1,+1),
compute [Zk]k = [Zk—l]k — ;C:_;k71 bily;.

5) Choose the node in level k& such that b, =
Compute [Zk]k = [Zk]k — brlp.

6) Compute &, = &1 + (Di — 9k)* = &k—1 + [2k]}-

7) If &, > UPPER and not all the queues are empty, drop
this node. Go to Step 11.

8) If &, < UPPER and k£ < K, for both nodes in level k,

precompute

sign ([zx]k)-

VE<j<dy, J[u];=I=]— (19)

szﬂ

Luk
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For node by, = —sign ([2x]x), do
* Compute [Zk]k = [Zk]k — brlpr and & = &1 +
(Dr = 9k)* = &1 + [2];-
» If ¢, < UPPER, precompute

Vk<j<d [e]j = [2k]j — brljk. (20)

Append the node to the tail of queue ¢, , and store
the associated k, £, and zj, together with this node.
* Go to Step 4.
9) If ¢, < UPPER, k = K and not all the queues are empty,
update the “current-best” solution and UPPER = ¢;.. Go
to Step 11.

10) If ¢, < UPPER, £ = K and all the queues are empty,
update the “current- best” solution and UPPER = ¢;.. Go
to Step 14.

11) Pick one node from the queues (note that we should check
queues in the order of G,y , - - - , @ )- Set k, €, and 2 equal
to the stored values associated with this node.

12) If ¢, < UPPER, go to Step 4.

13) If & > UPPER, and not all the queues are empty, go to
Step 11.

14) Stop and report the “current-best” solution.

N. SD Approach

The SD algorithm is well known to provide optimal decoding
and was applied to synchronous CDMA multiuser detection in
[26]. As shown in [11], the SD algorithm actually falls into the
BBD category. Due to the neglect of the statistical information
in the model, the complexity of the SD method is significantly
higher than the BBD algorithm introduced in the last section
[11]. In this letter, the SD method is implemented as described
in [11].

IV. SIMULATION RESULTS

In this section, we compare the performance of algorithms
described in Section III. The Tabu search (TABU), Boltzmann
machine (BOLZ), Genetic algorithm (GENETIC), and variants
of quadratic programming with different constraints:

e b? =1V, (QPexl);
¢ 3K, 12 = K(QPsaN);
which is initialized by the DF detection output. The SAGE al-
gorithm (SAGE) is initialized with “soft-decorrelator” output,
as done in [17].

We compare the efficiencies of the algorithms in terms of
the probability of the group detection error versus the number
of floating-point operations (FLOPS), with the probability of
group detection error defined as the probability that not all user
signals are detected correctly. It is important to note that the
complexities of many of the algorithms compared above are
problem dependent. In practical situations, the detector has to
be designed for the worst-case complexity rather than the av-
erage complexity. Therefore, we compare the efficiencies of the
algorithms in terms of performance versus both the average and
worst-case complexity in the next two examples. For the BBD
and SD methods, since they provide the best performance while
their worst-case complexities grow exponentially in the number
of users, it is of particular interest to see what their efficien-
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Fig. 1. Worst case: 20-user case.

_»‘Average Computational Complexity vs. Group Detection Error for 20 Users 31 Spreading Factors at 13dB
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Fig. 2. Average case: 20-user case.

cies will be if we pose a strict upper bound to their worst-case
complexity. The BBD and SD algorithms with strict complexity
upper bound are labeled as BBD-L and SD-L, respectively. In
the computer simulations, we set the worst-case complexity of
the PDA algorithm as a strict complexity upper bound to BBD-L
and SD-L. Whenever the complexity upper bound is reached,
the algorithms stop searching and report the current best so-
lution as the final decision. In every example, the correlation
matrix used in the simulations are derived from binary random
spreading sequences. The signal power for each user is set to be
identical.

In the first example, we have 20 users with 31-length random
binary signature sequences. The multiuser detection problem is
considered “easy” in the sense that the number of users is rel-
atively small and the spreading factor is much larger than the
number of users. The worst and average computational com-
plexity analyses are shown in Figs. 1 and 2, respectively. The
“efficient frontier,” composed of the DF, the GDF, the BBD, and
the SD detectors, is shown in Fig. 1. We note that the BBD is able
to provide the optimal performance at moderate average/worst
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o Worst Computational Complexity vs. Group Detection Error for 60 Users 63 Spreading Factors at 13dB
g T
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Fig. 3. Worst case: 60-user case.

0Average Computational Complexity vs. Group Detection Error for 60 Users 63 Spreading Factors at 13dB
0
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Fig. 4. Average case: 60-user case.

computational complexity. We also note that upper bounding
SD’s computational complexity causes only slight degradation
in its error performance.

In the second example, we have 60 users with 63-length
random binary signature sequences. In this case, the multiuser
detection problem is considered “hard” in the sense that the
number of users is relatively large and is very close to the
spreading factor (i.e., a bandwidth-efficient system [23]). The
worst and average computational complexity analyses are
shown in Figs. 3 and 4, respectively. Due to the NP-hard nature
of optimal detection, the worst-case computational complexity
of the two optimal algorithms increases significantly. Further,
the performance of these algorithms suffers when one lays
an upper bound on the number of computations. The PDA
algorithm appears in the “efficient frontier” shown in Fig. 3.

One should note that, although the observation vector y does
take arbitrary value, it is generated from the statistical model of
(1). Algorithms such as the DF, GDF, SAGE, PDA, and BBD
that use this statistical information in solving (2) appear close
to the “efficient frontier.”
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V. CONCLUSIONS

In this letter, we have presented tradeoff plots between com-
putational complexity and group detection error performance
for various algorithms used for synchronous CDMA multiuser
detection, and have noted the appearance of an “efficient fron-
tier” of a very few approaches that warrant serious consider-
ation. When the system size is small, or when the system is
not bandwidth efficient, the multiuser detection problem can be
solved efficiently via smart binary search algorithms. For band-
width-efficient systems, or when the system size is large, then to
get near-optimal performance, advanced algorithms such as the
PDA method become preferable. In both cases, multiuser detec-
tion algorithms that use the statistical information appear close
to the “efficient frontier.”
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