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Iterative Multiuser Decoding
Based on Probabilistic Data Association

Peng Hui Tan, Lars K. Rasmussen and Jie Luo

Abstract

We propose a low complexity soft-input/soft-output multiuser detector based on probabilistic data association.
This new scheme has a total computational complexity ofO(K2) + O(2ν) per user, which is the same as the com-
plexity of linear soft-input/soft-output multiuser detectors. Numerical results demonstrate that the proposed detector,
together with rate 1/2 error control coding, outperforms linear alternatives and achieves single-user performance at
loads beyond2N users, whereN is the processing gain.

I. I NTRODUCTION

The optimal decoding scheme for convolutional coded code-division multiple-access (CDMA) systems
described in [1] requires a computational complexity ofO(2Kν). HereK is the number of users andν is
the code constraint length. This is prohibitive for practical use, thus motivating the study of low-complexity,
suboptimal decoders. By viewing a synchronous (respectively, asynchronous) CDMA channel as a block
code (respectively, convolution code), an iterative decoding scheme that exchanges soft information between
the multiuser detector and the forward error control (FEC) decoders can be employed. For coded CDMA
systems, the multiuser detector determines thea posteriori probabilities (APPs) for the code bits, which are
passed on to the single-user decoders [2]–[4]. Each user decodes the corresponding FEC code independently,
using a full complexity APP algorithm [5]. With iterative decoding, the performance of the coded multiuser
system approaches single user performance at moderate to high signal-to-noise ratios. The complexity of
these methods,O(2K) +O(2ν), is, however, still prohibitive for channels with a medium to large number of
users.

Many iterative decoding schemes for coded CDMA have been proposed. In [6], a soft interference cancel-
lation structure is proposed as an approximation to the APP detector. The extrinsic information for userk is
computed based on the probability density function of the matched filter output given soft symbol estimates
of other users. Here, the multiple access interference (MAI) is approximated by a Gaussian random variable.
To further suppress the residual interference, linear minimum mean-square error (LMMSE) filtering can be
applied after cancellation [4, 7, 8].

The contributions of our paper are as follows. A low complexity suboptimal soft-input/soft-output (SISO)
multiuser detector based on probabilistic data association (PDA) is proposed for iterative decoding of convo-
lutional coded multiuser data. This new scheme has a total computational complexity ofO(K2)+O(2ν) per
user, which is comparable to the complexity of iterative decoding based on linear SISO multiuser detectors.
The PDA method, originally suggested for target tracking [9], was first introduced to multiuser detection for
synchronous CDMA in [10]. The decision variables of the users are modelled as binary random variables,
and the MAI is approximated as Gaussian noise with an appropriate covariance matrix. The APP associated
with each code bit of a user is updated sequentially given the associated APPs of the other users.

P. H. Tan{phtan@ce.chalmers.se} and L. K. Rasmussen are with the Dept. of Computer Engineering, Chalmers University of Technology,
Göteborg, Sweden. L. K. Rasmussen is also with the Institute for Telecommunications Research (ITR), University of South Australia, Adelaide,
Australia. J. Luo is with the Institute for Systems Research, University of Maryland, College Park, Maryland, USA. P. H. Tan is supported by
the Swedish Research Council under Grant 27-1999-390 and by Personal Computing and Communication (PCC++) under Grant PCC-0201-09.
L. K. Rasmussen is supported by the Australian Government under ARC Grant DP0344856. Part of this work was performed while P. H. Tan
was visiting ITR.



2

II. SYSTEM DESCRIPTION

For conceptual ease, we consider a symbol-synchronous coded CDMA system withK active users. The
PDA detector can also be modified to suit an asynchronous system [11]. Each user is assigned a normalized
modulation waveform, consisting ofN chips. The binary information data sequence for userk, {bk} (for k =
1, . . . , K) is encoded by an FEC encoder with rateRk. Each user transmits a sequence ofRkL information
symbols, corresponding to code symbol frames of lengthL symbols. The encoded sequence{dk} for each
user is independently interleaved and modulated onto binary phase-shift keying code symbols of durationT .
Each code symbol is further modulated by a spreading waveformsk(t) and transmitted over the channel. It
is assumed thatsk(t) is a unit energy waveform with support only in the interval [0, T ].

The received signal is described by the superposition of the signals from theK active users and additive
white Gaussian noise,

r(t) =
K∑

k=1

Ak

L−1∑
i=0

dk(i)sk(t − iT ) + n(t),

whereAk is the amplitude of userk, andn(t) is an additive white Gaussian noise process with power spectral
densityN0/2. To obtain a sufficient statistic for all the code bits of all the users,r(t) is passed through a
bank of filters matched to the signal waveformssk(t) for k = 1, . . . , K and sampled at bit rate. The sampled
signal at bit intervali can be expressed by theK-tuple vector

y(i) = R(i)A(i)d(i) + n(i) (1)

whereR is the correlation matrix,A = diag[A1, . . . , AK ] is a diagonal matrix with received amplitudes,
d(i) = [d1(i), . . . , dK(i)]T is the data bit vector, andn(i) is a zero mean Gaussian noise vector with
E[n(i)n(i)T] = σ2R [4].

The structure of the iterative multiuser receiver is shown in Fig. 1 [4]. It consists of a SISO multiuser
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Fig. 1. A coded CDMA system with iterative multiuser receiver.

detector followed byK parallel single-user SISO FEC decoders. The SISO multiuser detector deliversa
posteriori log-likelihood ratios (LLRs) for every code bit of every user,

Λ1[dk(i)] = log
P [dk(i) = +1|y(i), {λp

2[dk(i)]}L−1
i=0 ]

P [dk(i) = −1|y(i), {λp
2[dk(i)]}L−1

i=0 ]
= log

p[y(i)|dk(i) = +1]

p[y(i)|dk(i) = −1]︸ ︷︷ ︸
λ1[dk(i)]

+ log
P [dk(i) = +1]

P [dk(i) = −1]︸ ︷︷ ︸
λp
2[dk(i)]

. (2)
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The first term in (2), denoted byλ1[dk(i)], represents the extrinsic information that will be determined by the
SISO multiuser detector. The second term in (2), denoted byλp

2[dk(i)], represents thea priori LLR of dk(i).
For iterative decoding,λp

2[dk(i)] is computed by the SISO FEC decoder of userk in the previous iteration,
interleaved, and then fed back to the SISO multiuser detector. For the first iteration, no prior information
is available; we haveλp

2[dk(i)] = 0 for all k andi. The extrinsic informationλ1[dk(i)] is deinterleaved and
then fed into the FEC decoder of userk as thea priori information of the code bit.

Based on thea priori LLR λ1[dk(i)] obtained from the SISO multiuser detector and the trellis structure of
the channel code, the SISO FEC decoder of userk computes thea posteriori LLR of each code bit

Λ2[dk(n)] = log
P [dk(n) = +1|{λp

1[dk(n)]}L−1
n=0 ]

P [dk(n) = −1|{λp
1[dk(n)]}L−1

n=0 ]
= λ2[dk(n)] + λp

1[dk(n)].

The extrinsic informationλ2[dk(n)] is then interleaved and fed back to the SISO multiuser detector as thea
priori information of the code bits in the next iteration. Thea posteriori LLR Λ2[dk(n)] is used to make a
decision on the decoded bit at the last iteration.

III. I TERATIVE MULTIUSER DETECTOR

A. Full-Complexity SISO Multiuser Detector

For notational ease, we now omit the symbol indexi. From (1) and (2), the extrinsic informationλ1[dk]
delivered by the SISO multiuser detector is given by [4]

λ1[dk] = log
p(y|dk = +1)

p(y|dk = −1)
=

2Akyk

σ2
+ log

∑
d:dk=+1 f(d)∑
d:dk=−1 f(d)

, (3)

where

f(d) = exp
[−dTARAd/(2σ2)

]∏
j �=k

[
1 + dj tanh

(
Ajyj/σ

2
)]

[1 + dj tanh (λp
2[dj]/2)] . (4)

It is seen from (4) that the extrinsic informationλ1[dk] at the output of the SISO multiuser detector consists
of two terms. The first term is the received observation value of the desired userAkyk/σ

2, and the second
term is the information extracted from the observations of the user users{yj}j �=k as well as the corresponding
a priori information{λp

2[dj]}j �=k.

B. Probabilistic Data Association SISO

The summations in the numerator and denominator of (3) are over all possible data vectors withdk = +1
anddk = −1, respectively. The computational complexity of the full-complexity SISO multiuser there-
fore grows exponentially with the number of users. As a low-complexity alternative, we propose a SISO
multiuser detector based on PDA.

The PDA SISO detector is based on approximating the MAI as Gaussian noise. It can therefore be derived
based on any linearly transformation of the sufficient statistic since it has been shown in [12] that the pdf
of the output of any linear filter is well approximated by a Gaussian distribution. The derivation is however
simplified if the input signal is decorrelated. The system model is thus reformulated as

z = A−1R−1y = dkek +
∑
j �=k

djej + v. (5)

whereek = [0, 0, ...0, 1, 0, ..., 0]T with a one in positionk. For any userk, we associate a probabilityPk as
the current estimate of the probability thatdk = +1, while1−Pk is the corresponding estimate fordk = −1.
These probabilities{Pk} are initialized to0.5. Based on the current values of{Pj}j �=k, we updatePk by

Pk = P [dk = +1|z, {Pj}j �=k]. (6)
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The computational complexity of (6) is still growing exponentially with the number of users. To avoid that,
we define the effective noise as

uk =
∑
j �=k

djej + v

and approximate it by a Gaussian random vector with mean and covariance given by

mk = E[uk] =
∑
j �=k

2(Pj − 1)ej

and

Ωk = Cov[uk] =
∑
j �=k

4Pj(1 − Pj)eje
T
j + σ2A−1R−1A−1, (7)

respectively. The updated LLR for userk is given by

log
Pk

1 − Pk

= −2(mk − z)TΩ−1
k ek + λp

2[dk], (8)

whereλp
2[dk] is thea priori LLR provided by the SISO FEC decoder. This procedure is then repeated for all

users sequentially. The algorithm continues until all the probabilities{Pk} have converged or the maximum
number of stages1 has been reached. For the numerical examples presented in Section IV, the PDA SISO
multiuser detector usually converges in less than 5 stages. Efficient numerical schemes with computational
complexity of the order ofO(K2) for updatingΩ−1

k is presented in [10]. The overall complexity of each
stage in the PDA SISO is thenO(K3) for all K users.

After the completion of the PDA SISO multiuser detector, the extrinsic information delivered is (from (8))

λ̃1[dk] = log
p(z|dk = +1, {Pj}j �=k)

p(z|dk = −1, {Pj}j �=k)
= −2(mk − z)TΩ−1

k ek,

which is delivered to the SISO FEC decoders in parallel for processing and completion of one iteration of
the iterative decoder.

Using iterative decoding techniques, it is possible to approach single-user performance even when the
system is overloaded, i.e.,K > N . To overcome the singularities that will inevitably occur inR, we let
R = R + δI. As demonstrated by the numerical examples in Section IV, the performance of the PDA SISO
multiuser detector does not deteriorate as long asδ is reasonably small. A more elegant approach to avoiding
this problem is to apply the PDA algorithm directly on the chip matched filtered output, demonstrating that
it is not a flaw inherent to the PDA SISO detector.

IV. N UMERICAL RESULTS

In the examples presented, all users employ the same rate1/2 constraint lengthν = 2 convolutional code
with generators (5,7) in octal notation, and have the same block size of 500 information bits.

To evaluate the performance of the PDA detector, we consider a 14-user system with random signature
sequences of lengthN = 8. In Fig. 2, we observe that the BER performance approaches the single user
performance after 7 iterations. In Fig. 3, the BER performance against the number of iterations is compared
for the PDA and the LMMSE SISO multiuser detectors [4, 7] at anEb/N0 = 5 dB. The LMMSE SISO
multiuser detector is among the best linear detectors suggested in connection with iterative decoding of
coded CDMA [8]. We observe that the PDA SISO multiuser detector requires less iterations and thus lower
computational complexity, to obtain the same BER performance as the LMMSE SISO. In addition, when
K = 17, the PDA SISO is able to approach single–user performance, whereas the LMMSE SISO fails to
converge forK = 16. The results in Fig. 3 even indicate that the PDA SISO may approach single–user
performance forK = 18, given a large number of iterations.

1One stage isK iterations of the PDA SISO multiuser detector where all the users{Pk} have been updated once.
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Fig. 2. BER performance of the PDA SISO multiuser detector after a different number of iterationsM . K = 14, N = 8.
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V. CONCLUSION

Full complexity APP multiuser detection is recognized as being prohibitively complex for a moderate
number of active users. Here, we have presented a low complexity alternative based on probabilistic data
association. This PDA SISO multiuser detector has a total computational complexity of the same order as
linear SISO multiuser detectors, but has been shown to significantly outperform these linear alternatives.
Using rate 1/2 error control coding, single-user performance is achieved for loads beyond2N users, where
N is the processing gain.
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