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Preface

This is a graduate-level introductory overview of the global circulation of the atmosphere,
a subject that is closely tied to atmospheric dynamics. It is an updated, extended, and
corrected version of my book with the same title, which was published in 2015 by Princeton
University Press. Color figures were not permitted in the published book, but I am using
them extensively in this updated version, which may (or may not) eventually become the
second edition of the book.

Graduate-level studies in atmospheric dynamics are essential as preparation for reading
this book. I have assumed that the reader is familiar with basic concepts of atmospheric
dynamics such as the equation of motion, the approximate hydrostatic and geostrophic bal-
ances, potential temperature, vorticity, and planetary waves. More advanced dynamical
concepts are introduced as needed. Chapter 4, in particular, gives a brief but fairly detailed
overview of the concepts used throughout the book. Some instructors may choose to refer
to Chapter 4 only as needed when concepts are used in the later chapters. A course on dy-
namics tends to focus on basic physical concepts and methods for their analysis, however,
while a course on the global circulation must focus on what the atmosphere actually does,
and why.

I have also included quite a bit of discussion of the mechanisms that give rise to the
thermal driving of the global circulation, and the feedbacks of the circulation on those
diabatic processes. We can’t claim to understand the circulation unless we understand the
heating that drives it, as well as how the circulation influences the heating. This part of the
story is particularly interesting, and also particularly challenging.

Tropical meteorology has been at least partially subsumed into the study of the global
circulation. This is natural, in part because the tropics covers about half the planet, in terms
of surface area. In addition, the tropics is home to major heating and cooling processes that
invigorate the global circulation.

It is difficult to draw a line between the global circulation and climate. The two subjects
are growing closer together, as the roles of heating and dissipation in the global circulation
emerge as key issues. Such topics as monsoons, the hydrologic cycle, and the planetary
energy budget can be included under either “climate” or “global circulation,” although
perhaps with different slants. Climate is the bigger subject. This book skirts the edges of

1
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physical climatology.

I have chosen to discuss many of the topics in terms of their original sources, rather
than the latest papers. This quasi-historical approach gives credit to the pioneers of our
field, and highlights some of the human aspects of the research.

The global circulation involves many named “emergent” phenomena. I think it’s im-
portant to tie the discussion of these phenomena back to first principles, so that the students
will learn more than just the high-level lingo.

Some of the problems at the ends of the chapters involve working with observations.
The Internet has made it unnecessary to include the data with the book. Many of the figures
in this book were made using the Interim Reanalysis of the European Centre for Medium
Range Weather Forecasts, which would be a suitable source of global atmospheric data for
use with the problems, (although of course there are other possibilities).

Mark Branson and Don Dazlich ably produced many of the figures. I could not have
finished without their help.

2



Chapter 1

Perpetual Motion

The atmosphere circulates. The circulation is global in extent (Fig. 1.1). The circulating
mass consists of “dry air” and three phases of water. Energy and momentum are carried
with the air, but evolve in response to various processes along the way. Many of those same
processes add or remove moisture.

The circulation is sustained by thermal forcing, which ultimately comes from the Sun.
On the average, the Earth absorbs about 240 W m�2 of incoming or “incident” solar energy,
of which roughly 2% is converted to maintain the kinetic energy of the global circulation
against frictional dissipation. Additional, “primordial” energy leaks out of the Earth’s in-
terior, but at the relatively tiny rate of 0.1 W m�2 (Sclater et al., 1980; Bukowinski, 1999).
The thermal forcing of the global circulation is strongly influenced by the circulation itself,
e.g., as clouds form and disappear. The interactions between the circulation and the heating
are fascinating but complicated.

When averaged over time, the global circulation has to satisfy various balance require-
ments. For example, in a time average, the infrared radiation emitted at the top of the
atmosphere must balance the solar radiation absorbed, precipitation must balance evap-
oration, and angular momentum exchanges between the atmosphere and the ocean-solid
Earth system must sum to zero. We will discuss the global circulation from this classical
perspective. We will also supplement this discussion, however, with descriptions and anal-
yses of the many and varied but inter-related phenomena of the circulation, including such
things as the Hadley and Walker circulations, monsoons, stratospheric sudden warmings,
the Southern Oscillation, subtropical highs, and extratropical storm tracks.

In addition, we will discuss the all-important diabatic and frictional processes that main-
tain the circulation, and the ways in which these processes are affected by the circulation
itself.

The circulations of energy and water are closely linked. It takes about 2.5 million
Joules of energy to evaporate one kilogram of water from the oceans, and the same amount
of energy is released when the water vapor condenses to form a cloud. This “latent heat”

3
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Figure 1.1: A full disk image of the Earth taken by the GOES-16 satellite at 1:07 p.m. EDT on
January 15, 2017 , looking down on the Equator, with North and South American in view. Many
elements of the global circulation can be seen in this picture, including the “inter-tropical” rain band
in the eastern North Pacific, swirling midlatitude storms, and the low clouds associated with the
high-pressure systems over the eastern subtropical oceans. From https://www.nesdis.noaa.
gov/content/goes-16-color-composite-images.

release through condensation drives thunderstorm updrafts that in one hour or less can
penetrate to heights of ten or even twenty kilometers. The cloudy outflows from such
storms reflect sunlight back to space, and block infrared radiation from the warm surface
below. Shallower clouds cast shadows over vast expanses of the oceans. One of the aims
of this book is to give proper emphasis to the role of moisture in the global circulation of
the atmosphere.

It is conventional and useful, although somewhat arbitrary, to divide the atmosphere
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into parts. For purposes of this quick sketch, we will divide the atmosphere vertically and
meridionally, only briefly mentioning the longitudinal variations. Let’s start at the bottom,
and work our way into the sky.

Most of the solar radiation that the Earth absorbs is captured by the surface, rather than
within the relatively transparent atmosphere. Several processes act to transfer the absorbed
energy upward, from the ocean and land surface into the lower portion of the atmosphere.
The layer of air that is closely coupled with the Earth’s surface is, by definition, the “plane-
tary boundary layer,” or PBL. The top of the PBL is often very sharp and well defined (Fig.
1.2). The depth of the PBL varies dramatically in space and time, but a ball-park value to
remember is 1 km. The air in the PBL is turbulent, and the turbulence is associated with
rapid exchanges of “sensible heat” (essentially temperature), moisture, and momentum be-
tween the atmosphere and the surface. These “fluxes” have dimensions of energy per unit
area per unit time. They are produced by the turbulence, and also promote the turbulence,
through mechanisms that will be discussed later. The most important exchanges are of
moisture and momentum. The surface latent heat flux is a key source of energy for the
global circulation, and turbulent mixing in the PBL is a key mechanism for dissipation of
the kinetic energy of the global circulation. Friction is also a major driver of the circulation
of the oceans.

Figure 1.2: This figure shows lidar backscatter from aerosols and clouds. The figure was created
using data from LITE, a lidar that flew on the space shuttle in 1994 (Winker et al., 1996). The
lidar beam cannot penetrate through thick clouds; this accounts for the dark vertical stripes in the
figure. The PBL can be seen in the data because the aerosol concentration decreases sharply
upward there. The track shown here starts over the North Atlantic Ocean on the left side, and
moves towards the southeast, over Africa. Longitudes and latitudes are given along the bottom of
the figure. The Atlas mountains are visible near latitude 31 � N latitude. From http://www-lite.
larc.nasa.gov/n_saharan_dust.html.

The troposphere includes the PBL, but it is conventional to add the prefix “free” to
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specify the part of the troposphere that lies above the PBL. The PBL is often well mixed,
so that air can easily move up or down. The free troposphere has a positive static stability,
which means that buoyancy forces resist vertical motion. The depth of the troposphere
varies strongly with latitude and season.

A turbulent process called “entrainment” gradually incorporates free-tropospheric air
into the PBL. Over the oceans, entrainment is, with a few exceptions, relatively slow but
steady. Over land, entrainment is promoted by strong daytime heating of the surface, which
helps to generate turbulence. As a result, the turbulent PBL rapidly deepens during the
day. When the sun goes down, the processes that promote turbulence and entrainment
are abruptly weakened, and the PBL reorganizes itself into a much shallower nocturnal
configuration, leaving behind a nno-longer-turbulent layer of air that was part of the PBL
during the afternoon. This diurnal deepening and shallowing of the PBL acts as a kind
of “pump,” which captures air from the free troposphere and adds it to the PBL starting
shortly after sunrise, modifies the properties of that air during the day through strong tur-
bulent exchanges with the surface, and then releases the modified air back into the free
troposphere at sunset. Diurnal pumping is one way that the PBL exerts an influence on the
free troposphere (Denning et al., 1995, 1999).

In addition, however, moisture and energy are carried upward from the PBL into the free
troposphere by several mechanisms. Throughout the tropics and the summer-hemisphere
middle latitudes, the most important of these mechanisms is cumulus convection. Cumulus
clouds typically grow upward from the PBL. The updrafts inside the clouds carry PBL air
into the free troposphere, where it is left behind when the clouds decay (Fig. 1.3). One of
the effects of this process is to remove air from the PBL, and add it to the free troposphere.

Frontal circulations can also carry air from the PBL into the free atmosphere, essentially
by “peeling” the PBL off from the Earth’s surface, like the rind from an orange, and lofting
the detached air towards the tropopause. This process is especially active in the middle
latitudes in winter.

Fig. 1.4 shows somewhat idealized observed midlatitude vertical distributions of tem-
perature, pressure, density, and ozone mixing ratio, from the surface to the 70-km level.
For reference, the “top of the atmosphere” is often considered to be 100 km above the sur-
face, but of course this definition is somewhat arbitrary and should be adjusted depending
on the context (McDowell, 2018). In the lowest 12 km, the temperature usually decreases
monotonically upward; this is the troposphere. The troposphere is cooled radiatively, be-
cause it emits infrared radiation much more efficiently than it absorbs solar radiation. The
net radiative cooling is balanced mainly by the release of the latent heat of water vapor, as
clouds form and precipitate.

The upper boundary of the troposphere is called the tropopause, The height of the
tropopause varies from 17 km or so in some regions of the tropics, to about half that near
the poles. Above the tropopause, the temperature becomes uniform with height and then
begins to increase upward. This region is the stratosphere. The upward increase of tem-
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Figure 1.3: A space shuttle photograph of tropical thunderstorms over Brazil. The storms
are topped by thick anvil clouds. Much shallower convective clouds can be seen in the fore-
ground. From https://eoimages.gsfc.nasa.gov/images/imagerecords/2000/2443/
STS41B-41-2347_lrg.JPG.

perature in the stratosphere is due to the absorption of solar radiation by ozone, which is
created in the stratosphere by photochemical processes. Without ozone there would be no
stratosphere. The summer-hemisphere stratosphere is almost devoid of active weather, and
has warm air over the pole. The summer stratosphere is warmed by the perpetual sunlight,
and the winds of the summer stratosphere are predominantly “easterly,” which means that
they blow from east to west. In contrast, the winter-hemisphere stratosphere has very cold
air over the pole, with strong westerly winds, and experiences much more active weather,
mainly due to waves propagating upward from the troposphere below. During winter, the
polar stratosphere is occasionally disturbed by “Sudden Stratospheric Warmings,” which
are dramatic changes in temperature (and wind) that occur in many years in the Northern
Hemisphere, and much less frequently in the Southern Hemisphere (Baldwin et al., 2021).
The tropical stratosphere features an amazing periodic reversal of the zonal (i.e., west-to-
east) wind, called the Quasi-Biennial Oscillation, or QBO (Baldwin et al., 2001). Its period
is slightly longer than two years.

Even though stratosphere is very dry, its moisture budget is quite interesting. It receives
small amounts of moisture from the troposphere, and it also gains some moisture through
the oxidation of methane.

The upper boundary of the stratosphere, which is called the stratopause, occurs near the
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Figure 1.4: Idealized midlatitude temperature, pressure, density and ozone profiles, for the lowest
70 km of the atmosphere. The temperature, pressure, and density profiles are based on the U.S.
Standard Atmosphere (National Oceanic and Atmospheric Administration, 1976). The ozone profile
is from Krueger and Minzner (1976).

1 hPa (⇠ 50 km) level. In this book, we consider the troposphere and the stratosphere, but
we will not discuss the layers above the stratopause.

For meteorological purposes, the tropics can be defined as the region from about 20� S
to 20� N. Although the tropical temperature and surface pressure are remarkably uniform,
the winds and rainfall are quite variable. In many parts of the tropics deep cumulus and
cumulonimbus clouds, i.e., thunderstorms, produce lots of rain and transport energy, mois-
ture, and momentum vertically, essentially continuing the job begun closer to the surface
by the turbulence of the PBL. The convective clouds often produce strong exchanges of air
between the PBL and the free troposphere, in both directions: positively buoyant PBL air
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“breaks off” and drifts upward to form the cumuli, while negatively buoyant downdrafts
associated with the evaporation of falling rain can inject free-tropospheric air into the PBL.
In the convectively active parts of the tropics, the air is slowly rising in an area-averaged
sense.

The mean flow in the tropical PBL is easterly; these are the “tradewinds.” The tropical
temperature and surface pressure distributions are generally very flat and monotonous, for
simple dynamical reasons, discussed in Chapter 3, that are connected to the smallness of the
tropical Coriolis parameter. The tropical moisture and wind fields are more variable than
the temperature, however. The tropics is home to a variety of distinctive traveling waves
and vortices, which organize the convective clouds on scales of hundreds to thousands
of kilometers. Finally, the tropics is dominated by powerful and very large-scale monsoon
systems, which are associated with continental-scale land-sea contrasts, and which actually
extend into the subtropics and even middle latitudes.

The tropical atmosphere acquires the angular momentum of the Earth’s rotation from
the continents and oceans. The global atmospheric circulation carries the angular momen-
tum to higher latitudes, where it is “put back” into the continents and oceans.

The tropical troposphere hosts some circulation phenomena that do not occur in higher
latitudes. Most famously, tropical cyclones produce tremendous amounts of rainfall and
strong winds. They are relatively small in scale, and highly seasonal. Monsoons are driven
by land-sea contrasts. They also very seasonal, and much larger in spatial scale. The
Madden-Julian Oscillation, or MJO, is a powerful tropical weather system that influences
rainfall across about half of the tropics. El Niño, La Niña, and the Southern Oscillation,
which are are collectively known as “ENSO,” comprise a strong, quasi-regular oscillation
of the ocean-atmosphere system, with a period of a few years (Philander, 1990). In an
El Niño, the sea-surface temperatures warm in the eastern (or sometimes central) tropical
Pacific, while in a La Niña they cool. The Southern Oscillation is a shift in the pressure and
wind fields of the tropical Pacific region, which occurs in conjunction with El Niño and La
Niña.

The subtropical portion of each hemisphere is roughly the region between 20� and
30� from the Equator. In many parts of the subtropical troposphere, the air is sinking in
large anticyclonic circulation systems called, appropriately enough, “subtropical highs.”
The subsidence suppresses precipitation, which is why the major deserts of the world are
found in the subtropics. Surface evaporation is very strong over the subtropical oceans,
which have extensive systems of weakly precipitating shallow clouds. The subtropical
upper troposphere is home to powerful “subtropical jets,” which are westerly currents that
are particularly strong in the winter hemisphere (Fig. 1.5).

The tropical rising motion and subtropical sinking motion can be seen as the vertical
branches of a “cellular” circulation in the latitude-height plane. This “Hadley circulation”
transports energy and momentum poleward, and it transports moisture toward the Equator.
The Hadley circulation interacts strongly with the monsoons.
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Figure 1.5: This photograph taken from the space shuttle shows cirrus clouds being carried along
by the subtropical jet stream. From http://earth.jsc.nasa.gov/sseop/efs/lores.pl?
PHOTO=STS039-601-49.

The region that we call the middle latitudes extends, in each hemisphere, from about
30� to 70� from the Equator. The midlatitude surface winds are primarily westerly. The
midlatitude free troposphere is filled with vigorous weather systems called baroclinic ed-
dies, which have scales of a few thousand km and grow as instabilities through a process
in which warm air shifts upward and poleward, and is replaced by colder air that descends
as it slides toward the Equator (Fig. 1.6). These storms transport energy and moisture
poleward and upward, primarily in the winter hemisphere, but also to some extent during
summer. They transport westerly momentum poleward and downward, driving currents in
the oceans and rustling the leaves on the continents. The energy of the baroclinic eddies
is derived from horizontal temperature differences that can only be sustained outside the
tropics. They can produce massive cloud systems and heavy precipitation.

On the average, the polar troposphere is characterized by sinking motion and radiative
cooling to space. The North Pole is in the Arctic Ocean, which is covered with sea ice (Fig.
1.7) and often blanketed by extensive cloudiness, while the South Pole is in the middle of
a dry, mountainous continent (Fig. 1.8). Near the surface, the polar winds tend be easterly,
but weak.
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Figure 1.6: A pair of beautiful winter storms over the North Atlantic Ocean in winter. From http:
//earthobservatory.nasa.gov/IOTD/view.php?id=7264.

The polar regions and middle latitudes are home to prominent “annular modes,” which
by definition are visible even when the data are averaged over all longitudes. The annu-
lar modes fluctuate on a variety of time scales, almost uniformly in longitude. They are
seen in both the stratosphere and troposphere, and make major contributions to the overall
variability of the global circulation.

Analysis of energy sources, sinks, and transformations can aid in understanding the
global circulation. The atmosphere cools radiatively, in an overall sense, and this cool-
ing is balanced primarily by the release of latent heat, which in turn is made possible by
surface evaporation. The net flow of energy is upward and towards the poles, carried by
thunderstorms and the Hadley Circulation in the tropics, and by baroclinic eddies in middle
latitudes. The energy escapes to space via infrared radiation at all latitudes, but especially
in the subtropics.

The organization of this book is as follows. Chapter 2 provides an overview of the upper
and lower boundary conditions on the global circulation. At the “top of the atmosphere,”
the observed pattern of radiation implies net poleward energy transports by the atmosphere
and ocean together. Lower boundary conditions include the distributions of oceans and
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Figure 1.7: An ice station used to collect data in and above the Arctic ocean during 1997-
8. From https://en.wikipedia.org/wiki/Surface_Heat_Budget_of_the_Arctic_
Ocean#/media/File:Ice_Station_SHEBA-CRREL.jpg.

continents and mountains, the pattern of sea surface temperature and the directly related
pattern of sea-surface saturation vapor pressure, the heat capacity of the surface, the dis-
tribution of vegetation on the land surface, and the distributions of sea ice and continental
glaciers and ice sheets. These lower boundary conditions strongly affect the flows of en-
ergy and moisture across the Earth’s surface. Chapter 2 closes with a brief overview of the
vertically integrated energy and moisture budgets of the surface and atmosphere, and the
connections between them.

With this background information out of the way, Chapter 3 presents an observational
overview of some basic aspects of the global circulation. We start with the global distri-
bution of atmospheric mass, then move to winds, temperature, and moisture. The amount
of interpretation is deliberately kept to a minimum in Chapter 3. By the end of Chapter 3,
many important elements of the global circulation have been introduced, giving a basis for
further discussion in later chapters.

While Chapter 3 focuses on the observations, Chapter 4 gives a brief but intensive
review of concepts that will be used later in the book, starting with the dynamics of fluid
motion on a rotating sphere. Angular momentum conservation is derived. We then turn to
a detailed discussion of energy transports and transformations. The key subject of potential
vorticity is introduced near the end of the chapter. The quasi-geostrophic approximation
and the shallow water equations are also introduced.

The term “zonal average” refers to an average over all longitudes. Chapter 6 discusses
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Figure 1.8: Cold-looking clouds over the dry mountains of Antarctica. From
https://wp.natsci.colostate.edu/walllab/research/antarctica/
wall-valley-antarctica-information/.
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the zonally averaged circulation, and how it is influenced by sources and sinks of moisture,
energy, and momentum. The chapter also presents first look at the effects of “eddies” that
transport dry air, moisture, energy, and momentum along “isentropic” surfaces on which
the entropy is uniform.

Chapter 8 gives an introduction to the effects of convective energy sources and sinks,
starting with a brief review of the nature of buoyant convection in both dry and moist atmo-
spheres. We then outline the famous observational study of convective energy transports
by Riehl and Malkus (1958). This is followed by a discussion of the idealized but im-
portant concept of radiative-convective equilibrium, and an overview of convective cloud
regimes, ranging from deep convection in the tropics to shallow stratocumulus convection
in higher latitudes. The concept of convective mass flux is introduced, along with a theory
that explains why cumulus updrafts tend to be separated by broad expanses of relatively
dry, sinking air. We then show how the convective mass flux can be used to understand
the heating and drying associated with cumulus clouds, and what determines the intensity
of the convection as a function of the large-scale weather regime. Finally, we introduce
the concept of conditional symmetric instability, which is particularly relevant in middle
latitudes.

Chapter 7 presents the energetics of the global circulation, beginning with an in-depth
discussion of available potential energy and the related concept of the gross static stability.
Following Lorenz, these ideas are developed through the use of isentropic coordinates,
although we also show how they can be expressed using pressure coordinates. We then
discuss the mechanisms by which vertical and meridional gradients of the zonally averaged
circulation can be converted into zonally varying features called eddy variances. This leads
to a discussion of how available potential energy is generated, and how it is converted into
eddy kinetic energy. The chapter closes with a discussion of the observed energy cycle of
the global atmosphere.

Chapter 9 introduces various types of eddies, beginning with a brief discussion of the
Laplace Tidal Equations, omitting the details of the mathematics. The chapter presents
observations of the distribution of energy with scale for midlatitude eddies. We summa-
rize the theory of Rossby waves forced by flow over topography, and Matsuno’s theory of
Equatorial waves (Matsuno, 1966). This is followed by a discussion of the monsoons, the
east-west Walker circulation of the tropical Pacific, and the energy balance of the tropics
and subtropics. The chapter closes with discussions of tropical cylcones and the Madden-
Julian Oscillation.

Chapter 11 deals with interactions of eddies with the mean flow. We begin with the
original “non-interaction theorem” of Eliassen and Palm (1961), as applied to gravity waves
excited by flow over mountains. This is followed by a brief discussion of the importance
of gravity-wave drag for the global circulation. We then turn to the quasi-geostrophic wave
equation, and its use by Charney, Drazin, Matsuno and others to interpret the interactions of
Rossby Waves with the zonally averaged circulation. This leads to a discussion of sudden
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stratospheric warmings.

Next we discuss the poleward and upward fluxes of sensible heat and momentum as-
sociated with winter storms. This leads to a discussion of the Eliassen-Palm Theorem as
it relates to balanced flows. The theorem is developed first in pressure coordinates. We
then show the additional insights and greater simplicity that come from an analysis in isen-
tropic coordinates, including the relationship between the divergence of the Eliassen-Palm
flux and the flux of potential vorticity. The chapter closes with discussions of the Quasi-
Biennial Oscillation, blocking, and the Brewer-Dobson circulation (Butchart, 2014) as ad-
ditional examples of the interactions between eddies and the zonally averaged circulation.

Chapter 12 discusses the global circulation as a kind of large-scale turbulence, starting
with a discussion of what turbulence is, framed in terms of vorticity dynamics. We discuss
the very different flows of energy between scales in two-dimensional and three-dimensional
turbulence, and connect it with a description of the distribution of atmospheric kinetic
energy with spatial scale. We then discuss mechanisms that allow dissipation of enstrophy
(squared vorticity) without dissipation of kinetic energy. This is followed by a discussion
of mixing along isentropic surfaces.

Next, we discuss the predictability of the weather in a chaotic circulation regime. Fi-
nally, we explain how climate prediction differs from weather prediction.

The closing chapter briefly summarizes current trends and projected future changes in
the global circulation due to increasing concentrations of atmospheric greenhouse gases.

As outlined above, the study of the thermally driven global circulation of the atmo-
sphere brings together concepts from all areas of atmospheric science. We will touch on
large-scale dynamics, convection, turbulence, cloud processes, and radiative transfer, with
an emphasis on their interactions. Often these various topics are presented as if they were
somehow neatly separated from each other. This book will help you to see how they fit
together.

Because the circulation is global and spans all seasons, it brings together the concepts
of atmospheric science across a very wide range of conditions and contexts. For exam-
ple, surface friction occurs everywhere: over the convectively disturbed tropical oceans,
in the chaotic storm track north of Antarctica, over the Himalayan mountains, and in
the leafy canopies of the tropical jungles. Unfortunately, however, our understanding of
boundary-layer meteorology is mostly applicable only to relatively simple, horizontally
uniform conditions, such as might be encountered on a quiet summer morning in Kansas
or in a stratocumulus-capped boundary layer over the subtropical oceans. When we try to
understand the global circulation, we are forced to confront these and many more limita-
tions of our understanding. This makes the study of the global circulation a particularly
challenging and exciting field – as you are about to see for yourselves.
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Chapter 2

What Makes It Go?

2.1 The Earth’s radiation budget: An “upper boundary condition” on
the global circulation

Radiation is (almost) the only mechanism by which the Earth can exchange energy with
the rest of the Universe1. The most important upper boundary condition on the global cir-
culation of the atmosphere is the incident solar radiation, also called the insolation. The
insolation varies with geographical location, and with time. It is determined by the en-
ergy output of the Sun, the spherical geometry of the Earth itself, and the geometry of the
Earth’s orbit (see Fig. 2.1), which can be described in terms of the obliquity (the angle
that the Earth’s axis of rotation makes with the plane of the Earth’s orbit around the sun),
the eccentricity (a measure of the degree to with the shape of the Earth’s orbit differs from
a perfect circle), and the dates of the equinoxes. These all vary over geologic time (e.g.,
Crowley and North, 1991).

The solar energy flux at the mean radius of the Earth’s orbit is about 1365 W m�2. One
way to get an intuitive grasp of this number is to imagine fourteen 100-Watt light bulbs per
square meter. Another is to consider that 1365 W m�2 is equivalent to 1.365 GW km�2,
which is the energy output of a large power plant for each square kilometer of area normal
to the solar beam.

The globally averaged top-of-the-atmosphere radiation budget is summarized in Table
2.1. The numbers given in the table are now known to three significant digits. The Earth’s
albedo is near 0.30, independent of season; this number has been known to better than 10
per cent accuracy only since the 1970s. The energy absorbed by the Earth is given by

1The other mechanisms are gravitational tides, and the exchanges of mass across the top of the atmo-
sphere, including dust and larger meteors falling in, and the (fortunately) very slow escape of atmospheric
mass to space.
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Figure 2.1: March of the seasons. As the tilted Earth revolves around the sun, changes in the
distribution of sunlight cause the succession of seasons. From https://dept.astro.lsa.
umich.edu/ugactivities/Labs/seasons/SeasonsIntrotroppics.html.

Sabs = S
✓
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4pa2

◆
(1�a)
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4

S (1�a) .

(2.1)

Here Sabs is the globally averaged absorbed solar energy per unit area (given in Table 2.1),
S is the globally averaged insolation, a is the radius of the Earth, and a is the planetary
albedo. The global average used to compute S includes the zeroes on the night-side of the
Earth. That is why S is multiplied by pa2, the area of the absorbing disk, and divided by
4pa2, the area of the sphere.

As a matter of common experience, the insolation varies both diurnally and seasonally.
At a given moment, it also varies strongly with longitude. Because a year is much longer
than a day, the daily-mean insolation is (almost) independent of longitude, but it varies
strongly with latitude in a way that depends on the season, as summarized in Fig. 2.2.
As we move from the solar Equator (i.e., the latitude immediately “under” the Sun) to the
summer pole, the insolation initially decreases, because at a given local time (e.g., local
noon) the sun appears to be lower in the sky. On the other hand, the length of day increases
at high latitudes in summer, and this tends to make the daily-mean insolation increase.
Near the poles, the length-of-day effect dominates, so that at high latitudes in summer
the insolation actually increases towards the pole. That is why there is a minimum of the
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Table 2.1: Summary of the annually averaged top-of-the-atmosphere radiation budget, after Tren-
berth et al. (2009).

Incident solar radiation 341 W m�2

Absorbed solar radiation 239 W m�2

Planetary albedo 0.30

Outgoing longwave radation 239 W m�2

insolation about 23� away from the pole in the summer hemisphere, as shown in the figure.

Notice that the region of insolation stronger than 500 W m�2 (in high latitudes of the
summer hemisphere) is larger in January than in July. The reason is that, in the present era,
the Earth is closer to the Sun in January than in July. The globally averaged insolation is
actually about 7% larger in January than in July. The orbit of Mars is more eccentric; as a
result, the globally averaged Martian insolation varies seasonally by about 31 %.

Seasonal and, to a lesser extent, diurnal cycles are clearly evident in the circulation
patterns. Around the time of the solstices, no insolation at all occurs near the winter pole
(the polar night), but at the same time, near the summer pole, the daily mean insolation is
very strong despite low sun angles, simply because the sun never sets (the polar day). As is
well known, these effects arise from the sun-Earth geometry shown in Fig. 2.1. In addition,
the distance from the sun to the Earth varies slightly with time of year, resulting in a few
percent more globally averaged insolation in January than in July, in the current epoch.
The month of maximum insolation varies over geologic time. According to the widely
accepted astronomical theory of the ice ages, extensive glaciation is favored when the min-
imum insolation occurs during the Northern Hemisphere summer, because the Northern
Hemisphere contains about twice as much land as the Southern Hemisphere (e.g., Crowley
and North, 1991).

The Earth emits about as much infrared radiation as required to balance the absorbed
solar radiation; both energy flows are at the rate of about 240 W m�2. This near balance has
been directly confirmed by analysis of satellite data. The balance is observed to hold within
one Watt per square meter, which is comparable to the uncertainty of the measurements.
The actual annual-mean imbalance is thought to be about 0.5 W m�2 (Loeb et al., 2012;
Trenberth et al., 2014).

Fig. 2.3 shows aspects of the Earth’s radiation budget as observed from satellites
(Wielicki et al., 1998). As discussed above, the zonally averaged incident (i.e., incom-
ing) solar radiation at the top of the atmosphere varies seasonally as the Earth orbits the
sun. The zonally averaged albedo, which is the fraction of the zonally averaged incident
radiation that is reflected back to space, is highest near the poles, due to cloudiness as
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Figure 2.2: The seasonal variation of the zonally (or diurnally) averaged insolation at the top of the
atmosphere. The units are W m�2.

well as snow and ice. It tends to have a weak secondary maximum in the tropics, asso-
ciated with high cloudiness there. The zonally averaged terrestrial radiation at the top of
the atmosphere, also called the outgoing longwave radiation or OLR, has its maxima in the
subtropics. It is relatively small over the cold poles, but it also has a minimum in the warm
tropics, due to the trapping of terrestrial radiation by the cold, high tropical clouds, and by
water vapor.

The net radiation at the top of the atmosphere, which is the difference between the
absorbed solar radiation and the OLR, is positive in the tropics and negative in higher
latitudes. This implies that energy is transported poleward somehow, inside the system. A
portion of the energy is transported by the atmosphere, and the rest is transported by the
oceans.
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Figure 2.3: The zonally averaged A) absorbed solar radiation at the top of the atmosphere, B)
incident solar radiation, C) albedo, D) outgoing longwave radiation (OLR), and E) net radiation at
the top of the atmosphere, as observed using satellites in a project called “Clouds and the Earth’s
Radiant Energy System” (CERES; Wielicki et al., 1998).

2.2 Meridional energy transports by the atmosphere-ocean system

Considering the energy balance of the atmosphere-ocean system, the variation with latitude
of the long-term average net radiation at the top of the atmosphere implies energy transports
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inside the system. These transports are produced by the circulations of both the atmosphere
and the oceans, and it is tempting to regard the global circulations of the atmosphere and
oceans as a “response” to this pattern of net radiation. An important point, however, is that
the distributions of the albedo and the outgoing longwave radiation are determined in part
by the circulation itself. It is an egregious oversimplification to regard the net radiation at
the top of the atmosphere as an “external” forcing function.

Consider the energy budget of a column which extends from the center of the Earth to
the “top of the atmosphere:”

∂E
∂ t

= N• �— ·G• . (2.2)

Here E is the energy per unit area stored in the column; t is time; and N• is the net down-
ward flux of energy at the top of the atmosphere, which is entirely due to radiation. The
dimensions of N• are energy per unit time per unit area (e.g., W m�2). The energy trans-
port, G•, represents the movement of energy, in the zonal and meridional directions, due
to both the winds and the ocean currents. It is a vector with both zonal and meridional
components, and it has dimensions of energy per unit length per unit time (e.g., W m�1).
The subscript • on G• signifies that it includes energy transports in all parts of the Earth
system, from the center of the Earth out to space.

Suppose that we average over a time interval Dt:

E(t +Dt)�E(t)
Dt

= N•
t �— ·G•

t
. (2.3)

Here (.)
t

represents a time average; this is a notation that we will use throughout the book.
Because the Earth is close to energy balance, E(t +Dt) and E(t) cannot be wildly different
from each other, so the numerator on the left-hand side of (2.3) is bounded within a finite
range, regardless of how large Dt is. Therefore, as Dt increases, the left-hand side of (2.3)
decreases in absolute value, and eventually becomes negligible compared to the individual
terms on the right-hand side. The physical meaning is that energy storage inside the Earth
system can be neglected if the time-averaging interval is long enough; here the minimum
interval would be one year, but ideally the average should be taken over many years. When
we apply such a time average, the net radiation across the top of the column must be
balanced by transports inside; this can be written as

— ·G•
t
= N•

t
. (2.4)
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The global mean of — ·G• must be exactly zero, not just in a time average, but at each
instant. The reason is purely mathematical, rather than physical: the global mean of the
divergence of any vector is zero. You are asked to prove that in Problem 1 at the end of this
chapter. The only way that (2.4) can be true is if the global mean of N•

t is equal to zero,
i.e., if the Earth is in energy balance. To the extent that this is not true, the left-hand side of
(2.3) is not negligible.

We now break G• into its zonal and meridional components, i.e.,

G• = (G•)l el +(G•)jej . (2.5)

Here l and j represent longitude and latitude, respectively, and el and ej are unit vectors
pointing towards the east and north, respectively. We expand the divergence operator in
spherical coordinates (see Appendix A ) as follows:

— ·G• =
1

acosj
∂ (G•)l

∂l
+

1
acosj

∂
∂j

h
(G•)j cosj

i
. (2.6)

Here a is the radius of the Earth.2 Multiply both sides of (2.6) by acosj and integrate over
all longitudes to obtain

2pZ

0

(— ·G•
t
)acosjdl = 2p ∂

∂j

h
(G•)j

l ,t
cosj

i

= 2paN•
l ,tacosj .

(2.7)

Here we use the notation (.)
l ⌘ 1

2p
R 2p

0 ()dl to denote a zonal mean; the combination of a

time average and a zonal mean can be denoted by either (.)
l ,t

or (.)
t,l

. In (2.7), the zonal
derivative has dropped out as a result of the integration with respect to longitude. The
second line of (2.7) comes by comparison with (2.4).

Eq. (2.7) gives us a way to compute the meridional derivative of the poleward energy

transport, i.e.,
∂

∂j

h
(G•)j

l ,t
cosj

i
, in terms of N•

l ,t . What we really want, however, is a

2Strictly speaking, a should be the radial distance from the center of the Earth to the “top of the atmo-
sphere,” but that is approximately the same as the radius of the Earth because the Earth’s atmosphere is
sufficiently shallow. This is an example of what is called the “thin atmosphere approximation,” which will be
discussed further in Chapter 4.
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formula for the poleward energy transport itself, rather than its divergence. To get this, we
multiply (2.7) by a, and integrate with respect to latitude, from the South Pole (j =�p/2)
to an arbitrary latitude j , to obtain

Q t
(j) = 2pa2

jZ

�p/2

N•
l ,t cosj 0 dj 0 , (2.8)

where we define

Q(j)⌘ 2pacosj(G•)j
l
, (2.9)

and we have used the boundary condition

Q(�p/2) = 0 . (2.10)

The dimensions of Q(j) are energy per unit time, e.g., Watts. The boundary condition
(2.10) is exact; if it were not true, a finite amount of energy per unit time would be flowing
into or out of the South Pole, which is a “point” of zero mass. A similar condition must
apply at the North Pole. The right-hand side of (2.8) is the area integral of N•

t over the
“south polar cap” that extends from the South Pole up to latitude j . When the upper limit
of meridional integration in (2.8) is set to p/2, the right-hand side of (2.8) reduces to the
global mean of N•

t . But since Q(p/2) must be equal to zero, it follows that the global
mean of N•

t is zero.

Fig. 2.4 gives a plot of Q(j), computed by using (2.9), with values of based on satellite
data from a project called CERES (Wielicki et al., 1996, 1998). A poleward energy trans-
port is clearly apparent in both hemispheres. The curve of the transport has a pleasingly
simple shape, roughly like sin(2j). VonderHaar and Oort (1973) were the first to diagnose
Q(j) from satellite measurements of the Earth’s radiation budget. The maximum absolute
values in middle latitudes of both hemispheres are on the order of 6 PW (a PetaWatt is
1015 Joules per second). Because this total energy transport by the climate system can be
inferred directly from satellite measurements of the Earth’s radiation budget, it is known
with relatively good accuracy now.

Fig. 2.4 shows that that Q t
(j) is exactly zero at both poles. We built that in for the

South Pole, by using (2.10), but what makes Q t
(j) miraculously return to zero at the North
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Figure 2.4: The annually averaged northward energy transport by the atmosphere and ocean com-
bined, Q t

(j), as inferred from the observed annually averaged net radiation at the top of the atmo-
sphere using (2.9). A Petawatt is 1015 W. The plot was created using CERES data.

Pole? The answer is that we have forced it to be zero at the North Pole, by “correcting”
the data. The observations show that the global mean of N• is small compared to the local
values. It is zero within the uncertainty of the measurements, but of course it is not exactly
zero. Before computing Q t

(j) from (2.9), we apply a small, globally uniform correction
to N•, such that after the correction the global mean of N• is exactly zero. As can be seen
from (2.9), this is sufficient to ensure that Q t

(j) is zero at the North Pole.

The value of N• is is not exactly zero for several reasons:

• The Earth is not in perfect energy balance. As mentioned earlier, observations sug-
gest that the global mean of N• is about 0.5 W m�2 (Loeb et al., 2012; Trenberth
et al., 2014).

• The data has been averaged over just a few decades, so even if the long-term global
mean of N• was exactly zero, the time derivative term of (2.2) might not be not
completely negligible.

• The data are not perfectly accurate.

We can say that the “job” of the global circulations of the atmosphere and oceans is to
carry out the meridional energy transport shown in Fig. 2.4. If the transport of energy from
place to place by the atmosphere and oceans could somehow be prevented, then each part
of the Earth would have to come into local energy balance, by adjusting its temperature,
water vapor, and cloudiness so that the outgoing longwave radiation locally balanced the
absorbed solar radiation. Such a hypothetical state is referred to as “radiative-convective
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equilibrium;” modeling studies of radiative-convective equilibrium are discussed in Chap-
ter 8. Radiative-convective equilibrium would presumably entail much warmer tempera-
tures in the tropics, and much colder temperatures at the poles. The global circulation of the
atmosphere and oceans has a moderating effect on the global distribution of temperature,
tending to warm the higher latitudes and cool the tropics. As discussed in Chapter 7, these
same thermal contrasts represent a source of energy (called “available potential energy”)
that makes the global circulations of the atmosphere and oceans possible.

If we consider that the global circulation of the atmosphere exists in order to produce
the energy transports shown in Fig. 2.4, then we can imagine that the “strength of the circu-
lation,” as measured for example by its total kinetic energy, is determined by the magnitude
of the required energy transports.

Much further discussion of the observations and theory of energy transports by the
atmosphere and oceans is given later in this book.

2.3 Surface boundary conditions

The the global atmospheric circulation is strongly affected by the properties of the Earth’s
surface, and their geographical variations. The most important properties of the Earth’s
surface are as follows:

2.3.1 Temperature

The temperature of the Earth’s surface varies strongly and rapidly over land, and consid-
erably less over the oceans. The reason for this difference between land and sea will be
discussed below, in the subsection on the surface heat capacity.

The oceans cover about two thirds of the Earth’s surface. Their average depth is about
4 km. Water is heavy stuff; the mass of 1 m3 of water is 103 kg. The mass of the oceans is
about 1.3 x 1021 kg. For comparison, the mass of the atmosphere is about 250 times less,
roughly 5 x 1018 kg.

Not only is water dense, it has a very high specific heat: about 4200. In contrast, the
specific heat of air (at constant pressure) is a little less than a quarter of that, i.e., 1000.
The total heat capacity of the oceans is thus about 1000 times larger (250 x 4) than the total
heat capacity of the atmosphere. When the oceans say “Jump,” the atmosphere says “How
high?”

The density of the atmosphere decreases exponentially upward with height, and can
change by 10 per cent or so in the course of a year, at a given location, due to changes in
temperature and pressure. In contrast, the density of sea water varies by only a few percent
throughout the entire ocean; it is a complex but fairly weak function of temperature, salin-
ity, and pressure. Because of the near-incompressibility of water, pressure effects (called
“thermobaric” effects) are relatively unimportant; variations of the density are mainly due
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to changes in temperature and salinity. Warmer and fresher water is less dense and tends to
float on top; colder and saltier water is more dense and tends to sink. Surface cooling and
evaporation create dense water; surface heating and precipitation create light water. Note
that the properties of the water are altered mainly near the surface; below the top hundred
meters or so, the properties of water parcels remain nearly invariant, even over decades or
centuries.

In the study of the atmosphere, we often treat the sea-surface temperature (SST) as a
seasonally varying lower boundary condition. Fig. 2.5 shows the observed distributions of
the SST for January and July. Note the warm currents off the east coasts of North America
and Asia, and the cold currents off all west coasts. The warm SSTs, at a particular latitude,
are generally associated with poleward currents; the two best-known of these are the Gulf
Stream and the Kuroshio. The colder SSTs are generally associated with either equatorward
flow (as for example in the case of the California current) or with upwelling (again, in the
region of the California current, and also along the Equator in the eastern Pacific).

As discussed in Chapter 9, the pattern of upwelling is very closely related to the low-
level winds, and at the same time the low-level winds are strongly tied to the spatial distri-
bution of the SST. The seasonal change of the SST is largest in the Northern Hemisphere,
particularly on the western sides of the ocean basins. Note that the seasonal forcing is ca-
pable of changing the SSTs by tens of degrees in some middle and high latitude locations.
The depth to which this seasonal change penetrates is of course variable, but is typically
on the order of 100 m. Of course, the temperature of the water at great depth undergoes
virtually no seasonal change. In the study of the global atmospheric circulation we often
consider the spatial and seasonal distribution of the SST to be “given,” but of course in real-
ity it is determined in part by what the atmosphere is doing, or rather what the atmosphere
has been doing over time. For example, the distribution of cloudiness strongly affects the
flow of solar radiation into the upper ocean, and over time this can tend to reduce the SST
where clouds are prevalent and the solar insolation at the top of the atmosphere is strong,
relative to what the SST would be if the cloudiness were somehow prevented from occur-
ring. The role of clouds in determining the distribution of the SST is a major complication
hindering our understanding of the atmosphere and ocean as a coupled system.

2.3.2 Wetness

One of the most important properties of the Earth’s surface is that roughly 70 per cent
of it is permanently wet, and so represents a huge source of moisture. The vapor pressure
immediately above a wet surface, called the “saturation vapor pressure,” is a strong function
of temperature only. It is approximately given by

esat (T )⇠= 6.11exp


L
Rv

✓
1

273
� 1

T

◆�
hPa , (2.11)
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Figure 2.5: a) SST distribution for January. The contour interval is 2�C, with shading for values
higher than 28� C. b) Same for July. c) SST difference between March and September, with light
shading for values below -5� C and dark shading for values above 5�C. In each panel, zonal means
are shown on the right.

where the temperature is given in K, L = 2.52 x 106 J kg�1 is the latent heat of water
vapor, and = 461 J K�1 kg�1 is the gas constant for water vapor. The enormous value
of the latent heat of water vapor is one of the reasons why moisture strongly influences
the Earth’s climate and the global circulation of the atmosphere. The strong temperature-
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dependence of is shown in Fig. 2.6. Held and Soden (2006) pointed out that for typical
surface temperatures, the rate of increase is a spectacular 7% per Kelvin. Fig. 2.7 shows
the geographical variation of based on the SSTs plotted in Fig. 2.5. As discussed later, near
the surface over the oceans the actual vapor pressure of the air, i.e., the partial pressure of
water vapor, “tries” to be , but usually falls short by 20% or so. At any rate, the “effective
wetness” of the ocean increases rapidly with the SST. The largest values of occur in the
tropics, of course, and are close to 40 hPa. In those very humid regions, about 4% of the
near-surface air is water vapor.

esat T( ), hPa

260 270 280 290 300

10

20

30

40

Figure 2.6: The saturation vapor pressure, esat , as a function of temperature.

The availability of land-surface moisture to the atmosphere is much more complicated,
and is discussed separately below.

2.3.3 Topography

You will not be surprised to hear that mountains have a strong effect on the global atmo-
spheric circulation. Fig. 2.8 shows the locations of the Earth’s mountain ranges. Mountains
block the wind; this can be called a mechanical forcing. The air can flow around a moun-
tainous obstacle, or it can flow over. Which actually happens depends in part on the scale
of motion. The distribution of surface pressure across a mountain range can exert a net
force on the solid Earth, and an equal and opposite net force on the atmosphere. Chapter 6
explains how this works.

Mountains can also exert a thermal forcing on the atmosphere, because the surface of a
mountain can have a temperature quite different from that of the surrounding air at the same
height. For example, during the northern summer the Tibetan plateau produces a “warm
spot” in the middle troposphere, and this represents an important aspect of the thermal
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Figure 2.7: The geographical pattern of esat based on the SSTs shown in Fig. 2.5. The contour
interval is 2 hPa. Values larger than 30 hPa are shaded.

forcing that produces the Indian summer monsoon. Further discussion is given in Chapter
9.

Finally, mountains strongly influence the geographical distribution of precipitation.
Rain and snow are enhanced where topography forces the air to flow uphill, and also where
surface heating on sunlit slopes promotes moist convection. On the other hand, precipita-
tion is often reduced on the downstream side of mountainous regions, because the air tends
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Figure 2.8: The Earth’s orography, averaged onto a mesh with a grid spacing of 1� of longitude by
1� of latitude. The contour interval is 300 m. Values higher than 1500 m are shaded.

to be sinking there, and also because the moisture content of the air can be depleted by
upstream precipitation maxima.

2.3.4 Heat capacity

The heat capacity of the Earth’s surface is the amount of energy needed to change the “skin
temperature” of the surface by a given amount. Here the skin temperature, TS, is defined
as the temperature of an equivalent black body that would emit infrared radiation at a rate
equal to the actual infrared emission by the Earth’s surface. The heat capacity is highly
variable in space, and also varies somewhat less dramatically with time. The concept of
heat capacity sounds simple, but it is actually somewhat subtle. The time change of the
skin temperature satisfies an equation very similar to (2.2), i.e.,

C
∂TS

∂ t
= NS �— ·GS (2.12)

Here C is the heat capacity of the surface, NS is the net downward energy flux at the Earth’s
surface (due to radiation and other processes discussed later), and GS is the horizontal
energy transport “inside” the Earth’s surface. For the land, we can assume that GS = 0,
but for the oceans we expect that energy transport by currents will lead to GS 6= 0. The
heat capacity, C, depends on the composition of the material both at and below the surface,
because energy flowing into the surface can be stored through a finite depth. It also depends
on the speed with which energy is transported down into the material below the surface.
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In general, the oceans have very high heat capacity. The geographical distribution of
SST does fluctuate seasonally, however, and varies considerably with both longitude and
latitude, as shown in Fig. 2.5.

The land-surface has a much smaller heat capacity. This implies that the net surface
energy flux averages to nearly zero over land, even for a single day. To understand why,
note that with C ! 0 and GS = 0 (appropriate for land), Eq. (2.12) implies that NS = 0. For
the ocean, with large values of C, daily mean values of NS can be much larger. The large
heat capacity of the ocean means that the SST changes slowly, because

∂TS

∂ t
=

NS �— ·GS

C
(2.13)

i.e., a large value of C in the denominator on the right-hand side of (2.13) reduces ∂TS/∂ t
for a given value of NS �— ·GS. Because of this, for some purposes, e.g., short-range
weather forecasts, the SST can be considered a “fixed” lower boundary condition on the
atmosphere.

2.3.5 Albedo

The degree to which the surface reflects solar radiation obviously affects its response to
the sun. The surface albedo depends on surface composition and sun angle, among other
things. The ocean has an albedo close to 0.06 when the sun is high in the sky, i.e., it is quite
dark. At low sun angles, however, the ocean can reflect considerably more of the incident
solar radiation. The albedo of the land surface varies widely, due to differing compositions
of the soil or rock at the surface, differing types and amounts of vegetation cover (discussed
further below), and of course the presence or absence of snow.

2.3.6 Roughness

“Rough” surfaces exert a drag on the wind more readily than smooth ones. The surface
roughness is another example of a lower boundary condition that is at least partially me-
chanical in nature. The ocean is relatively smooth, depending on the wind speed, and
presents little “roughness” to stimulate momentum exchange with the atmosphere. The
land surface is much rougher than the ocean.

2.3.7 Vegetation

The vegetation on the land-surface regulates the flow of moisture from the soil, as discussed
further below. It also affects both the roughness and albedo of the surface. The pattern of
vegetation on the land surface affects the atmosphere in very complicated ways. Fig. 2.9
shows a highly simplified distribution of vegetation types on the land surface, and Fig.
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2.10 shows the “leaf area index,” which is a measure of the greenness of the vegetation.
Obviously, the type, density, and even the health of the land-surface vegetation can affect
the surface albedo and surface roughness. These characteristics of the vegetation vary
with season, especially in middle latitudes. They can also vary interannually. The degree
to which the plants allow moisture to transpire from leaves into the atmosphere strongly
regulates the surface fluxes of sensible and latent heat; strong transpiration cools the surface
and reduces the sensible heat flux. Sellers et al. (1997) provide an introductory overview.

Figure 2.9: A simplified map of vegetation types on the land surface. From https://en.
wikipedia.org/wiki/Biome.

2.3.8 Sea ice

The distribution of sea ice (Fig. 2.11) also acts as a thermal lower boundary condition.
There are strong seasonal changes in ice cover in the Southern Hemisphere, but not in the
Northern Hemisphere. In addition to the obvious strong effect of sea ice on the surface
albedo, the ice also acts as an insulator that separates the relatively warm ocean water from
the air. Because sea ice is a good insulator, its upper boundary can be much colder than
the water beneath. Sea ice is also very smooth, so that little surface drag occurs for a given
wind speed. Until recently, the Arctic ocean has been ice-covered all year, while the North
Atlantic and the Southern Oceans have long experienced seasonal melting. Of course,
the thickness of the ice also varies both geographically and seasonally, and the thickness
strongly determines the insulating power of the ice. In addition, several percent of open
water typically occurs, especially when the ice is thin. Some of the open water is found in
cracks in the ice, called “leads.” The water in the leads can be much warmer than the ice
nearby, especially in winter. Under such conditions, the large-scale average sensible and
latent heat fluxes can be dominated by the contributions from the leads, even though leads
may cover only a few percent of the area. Snow that falls on the sea ice insulates it and
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Figure 2.10: The leaf area index, a measure of greenness, for January and July. The data were ob-
tained from https://daac.ornl.gov/VEGETATION/guides/Mean_Seasonal_LAI.html,
and have been plotted with one-degree resolution.

protects it from the effects of the sun, helping to prevent the ice from melting.
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Figure 2.11: The distributions of sea ice (shown in grey) for March and September. The data
represent averages for grid cells 5� of longitude wide and 4� of latitude high. The data shown
here are representative of the mid 20th century. As you probably know, in more recent years, the
September Arctic sea ice has been less extensive than shown here.

2.3.9 Land ice

The land-sea distribution and the locations of “permanent” (or, more accurately, non-
seasonal) land ice (e.g., the ice sheets that cover Antarctica and Greenland) strongly af-
fect the surface albedo. Over land, the geographical and seasonal variations of the surface
albedo are largely determined by the distribution of vegetation, but of course they also de-
pend on snow cover. Permanent land ice is mainly confined to Antarctica and Greenland,
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in the present climate, although there are many smaller glaciers throughout the world. The
Greenland and Antarctic ice sheets are thousands of meters thick in places, and so increase
the effective local topographic height of the Earth’s surface by substantial amounts. The
distribution of land ice can vary dramatically on time scales of thousands of years and
longer (e.g., Imbrie and Imbrie, 1986; Crowley and North, 1991).

2.4 Energy and moisture budgets of the surface and atmosphere

Some aspects of the global atmospheric circulation can be regarded as more or less di-
rect responses to the various boundary conditions mentioned above. Examples include the
equator-to-pole energy flux by the atmosphere, planetary waves produced by flow over
mountains, and monsoons that are strongly tied to the land-sea distribution and the season-
ally varying insolation. Of course, there are many additional time-dependent features of
the circulation that are less directly tied to the boundary conditions, but instead arise from
the internal dynamics of the atmosphere, which include winter storms, tropical cyclones,
and many other things.

Table 2.2: Components of the globally and annually averaged surface energy budget, after Tren-
berth et al. (2009). A positive sign means that the surface is warmed.

Absorbed solar radiation 161 W m�2

Downward terrestrial radiation 333 W m�2

Upward terrestrial radiation -396 W m�2

Net terrestrial radiation -63 W m�2

Net radiation 98 W m�2

Latent heat flux -80 W m�2

Sensible heat flux -17 W m�2

The planetary radiation budget has already been briefly discussed. We now consider the
energy and moisture budgets of the Earth’s surface and the atmosphere, as shown in Table
2.2. The numbers in this table are known to two significant digits. Of the 239 W m�2 that is
absorbed by the Earth-atmosphere system, 161 W m�2 is absorbed by the Earth’s surface.
Thus only about 239 - 161 = 78 W m�2 of solar radiation is absorbed by the atmosphere.
That is only about 1/3 of the total solar radiation absorbed by the Earth-atmosphere system.
The surface receives a total (LW # + SW; see the notation defined in Table 2.2) of 494 W
m�2 of “incoming radiation. Note that LW # is about twice as large as SW! This is the
“greenhouse” effect on the surface energy budget. The incoming energy due to longwave
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and solar radiation absorbed by the surface is given back to the atmosphere in the form of
LW ", LH and SH. By far the largest of these is LW ". The oceans can transport energy from
one place to another, so the energy absorbed by the oceans is not necessarily given back in
the same place where it is absorbed. Also, the large heat capacity of the upper ocean allows
energy storage on seasonal time scales. In contrast, the continents cannot transport energy
laterally at any significant rate, and their limited heat capacity forces near energy balance,
everywhere, on time scales of a few days at most. Table 2.2. shows that the net radiative
heating of the surface, which amounts to 98 W m�2, is balanced primarily by evaporative
cooling of the surface at the rate of 80 W m�2. In other words, the surface cools itself off
by evaporating water.

Table 2.3: The globally and annually averaged energy budget of the atmosphere. obtained by com-
bining the numbers in Tables 2.1 and 2.2. A positive sign means that the atmosphere is warmed.

Absorbed solar radiation 78 W m�2

Net loss of terrestrial radiation -176 W m�2

Net radiative heating -98 W m�2

Latent heat input 80 W m�2

Sensible heat input 17 W m�2

The globally averaged energy budget of the atmosphere is shown in Table 2.3. An
interpretation of Table 2.3 is that the atmosphere sheds energy through infrared radiation
at the rate required to balance the various forms of energy input, and the temperature of
the atmosphere adjusts to allow the necessary infrared emission. The net radiative cooling
of the atmosphere, at the rate of -98 W m�2, is primarily balanced by the latent energy
source due to surface evaporation. Of course, the latent energy is converted into sensible
heat when water vapor condenses. A fraction of the condensed water re-evaporates inside
the atmosphere. The net condensation rate within the atmosphere is closely balanced by
the rate of precipitation at the Earth’s surface; this means that the amount of condensed
water in the atmosphere is neither increasing nor decreasing with time. The rate at which
evaporation introduces moisture into the atmosphere has to be balanced by the rate at which
precipitation removes it. Keep in mind that these various balances apply in a globally
averaged sense, rather than locally in space, and in a time-averaged sense, rather than
instantaneously.

The globally averaged rate of precipitation, and the globally averaged rate of evapo-
ration, are measures of the “speed” or intensity of the hydrologic cycle. The preceding
discussion suggests a second interpretation of the atmospheric energy budget: To a first
approximation, the speed of the hydrologic cycle is “determined by” the rate at which the
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atmosphere is cooling radiatively. Of course, this does not mean that the geographical and
temporal distributions of precipitation are determined by the corresponding distribution of
radiative cooling; in fact, the local rate of precipitation tends to be negatively correlated
with the local atmospheric radiative cooling, because precipitation systems produce high,
cold clouds (see below) that reduce the infrared emission to space.

The local rate of precipitation is controlled mainly by dynamical processes, and the rate
of evaporation from the Earth’ surface is influenced by the surface wind speed. To some
extent, the overall strength of the global circulation of the atmosphere is determined by, or
at least must be consistent with, the speed of the hydrologic cycle that is required to balance
the globally averaged rate of atmospheric radiative cooling.

The net radiative cooling of the atmosphere is strongly affected by the high, cold cirrus
clouds, many of which are formed within precipitating cloud systems. The cirrus clouds
absorb the infrared radiation emitted by the warm atmosphere and surface below; the cirrus
themselves emit much more weakly because they are very cold. This means that the cirrus
effectively trap infrared radiation inside the atmosphere. For this reason, as the cirrus cloud
amount increases, the radiative cooling of the atmosphere decreases.

Consider together the following points, which have been made in the last few para-
graphs:

• The radiative cooling of the atmosphere is primarily balanced by latent heat release
in precipitating cloud systems.

• Precipitating weather systems produce cirrus clouds.

• Cirrus clouds tend to reduce the radiative cooling of the atmosphere.

In combination, these ideas suggest a negative feedback loop that tends to regulate the
strength of the hydrologic cycle. To see how this works, consider an equilibrium in which
atmospheric radiative cooling and latent heat release are in balance. Suppose that we per-
turb the equilibrium by increasing the speed of the hydrologic cycle, including the rate
of latent heat release. The same perturbation will (presumably) increase the rate of cirrus
cloud production, which will reduce the rate at which the atmosphere is radiatively cooled.
The radiative cooling acts to promote cloud formation through moist convection, so when
the radiative cooling rate decreases, cloud activity slows down. In this way, the initial
perturbation is damped. Further discussion is given in Chapter 6.

The “effective altitude” for infrared emission by the Earth-atmosphere system is near
5 km above sea-level. This simply means that the outgoing longwave radiation at the top
of the atmosphere is equivalent to that from a black body whose temperature is that of the
atmosphere near the 5 km level. Roughly speaking, then, atmospheric motions must carry
energy upward from the surface through the first 5 km of the atmosphere, and infrared
emission carries the energy the rest of the way out to space. This upward energy transport
by moving air occurs on both small scales, notably in boundary-layer turbulence and cu-
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mulus convection, and also on large scales, notably through midlatitude baroclinic eddies
and the tropical Hadley circulation., which are discussed in later chapters. In short, the
atmospheric circulation carries energy upward as well as poleward.

We now examine in more detail the fluxes of various quantities at the Earth’s surface.
In addition to the surface solar and terrestrial radiation, we must also consider the turbulent
fluxes of momentum, sensible heat, and latent heat. In principle, we should also consider
the fluxes of various chemical species, but this important aspect of the climate system is
neglected here.

An example of the seasonal variations of the surface shortwave and longwave radiation
at a particular station is given in Fig. 2.12, which shows the variations of the upward
and downward shortwave (SW) and longwave (LW) near-surface radiation at a field site
in Oklahoma. The data cover the three years 2006 - 2008. The seasonal cycle is clearly
evident. High frequency fluctuations are primarily due to cloudiness. Note that the upward
solar radiation has ocasional maxima during the winter. These are associated with the
increased albedo of the ground following snow storms.

Data like those shown in Fig. 2.12 are available for only a few stations around the
world. Most of our ideas about the global pattern of surface radiation are based on various
estimates, which have been carefully worked out but are subject to significant errors (e.g.,
Wielicki et al., 1996). Panel A) of Fig. 2.13 shows the meridional distribution of the
zonally averaged solar radiation absorbed by the Earth’s surface, as a function of latitude,
and for January, July, and the annual mean. Seasonal changes are clearly visible and easy to
interpret. Near 50� N in July there is a slight dip or “shoulder” in the meridional profile of
the surface absorbed solar radiation. This is associated with cloudiness, and indicates that
the clouds are having a major impact on the energy budget of the ocean in those latitudes.
Cloudiness also leads to a weak tropical minimum, just north of the Equator. The annual
mean curve is fairly symmetrical about the Equator, but shows a minimum near 10� N
associated with tropical rain systems. Note also that in the annual mean the southern high
latitudes absorb less than the northern high latitudes.

The zonally averaged net surface longwave energy flux is shown in panel B) of Fig.
2.13. In January, the strongest cooling occurs over Antarctica, and in the subtropics of the
winter hemisphere. The weakest cooling occurs in cloudy regions, e.g. over the Southern
Oceans and in the storm tracks of both hemispheres. Although the surface temperature
is warmer in summer than in winter, at some latitudes the net longwave cooling of the
surface is actually stronger in winter than in summer! The explanation is that the downward
radiation from the atmosphere to the surface increases from winter to summer due to both
the warming of the air and the increase in the atmospheric emissivity due to seasonally
increased water vapor content and also seasonal changes in cloudiness. This increase in the
downward component is so strong that it sometimes overwhelms the increase in the upward
component, giving a net decrease in surface infrared cooling from winter to summer. Panel
C) shows the zonally averaged net surface radiation (solar and terrestrial combined). High
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Figure 2.12: Observations of the upward and downward solar (SW) and terrestrial (LW) radiation at
the Southern Great Plains observing facility of the Atmospheric Radiation Measurement Program,
in Oklahoma, USA. The data are for the years 2006 - 2008.

latitudes experience net radiative cooling of the surface in winter, as would be expected.
The annual mean net radiation into the surface is positive at all latitudes. It follows that the
surface must cool by non-radiative means.

39



Revised September 23, 2024 at 4:09pm

A
Surface Absorbed Shortwave Radiation

300

200

NP 60 N 30 N 0

January 2002
July 2002
Annual Average 2002

Latitude

W
 m

–2

30 S 60 S SP

100

0

B
Surface Net Longwave Radiation

100

80

NP 60 N 30 N 0

Latitude

W
 m

–2
W

 m
–2

30 S 60 S SP

60

40

20

0

D
Surface Latent Heat Flux

150

100

50

NP 60 N 30 N 0

Latitude

W
 m

–2

30 S 60 S SP

0

–50

150

100

50

0

–50

C
Net Surface Radiative Flux

300

200

100

0

NP 60 N 30 N 0

Latitude

30 S 60 S SP
–100

E
Surface Sensible Heat Flux

NP 60 N 30 N 0

Latitude

W
 m

–2

30 S 60 S SP

Annual Average

January

July

Figure 2.13: A summary of the zonally averaged energy budget of the Earth’s surface. A) The
zonally averaged (land and ocean) net solar radiation absorbed by the Earth’s surface. B) The
zonally averaged (land and ocean) net infrared cooling of the Earth’s surface. C) The zonally
averaged net surface radiation, obtained by combining the data from panels A) and B). D) The
zonally averaged surface latent heat flux, positive upward. E) The zonally averaged surface sensible
heat flux, positive upward. Panels A) - C) are based on Wielicki et al. (1996). Panels E) - F) are
based on the ECMWF reanalysis. Note: These data are not true observations, although they are
based on observations.

Panel D) shows the zonally averaged net latent heat flux. Positive values represent a
moistening of the atmosphere and a cooling of the surface. The latent heat flux compen-
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sates, to a large extent, for the net radiative heating of the surface shown in the previous
figure. Note that the maxima of the latent heat flux occur in the subtropics. Recall that the
precipitation maxima occur in the tropics and middle latitudes. This implies that moisture
is transported from the subtropics into the tropics, and from the subtropics into middle lati-
tudes. Panel E) shows the corresponding curves for the surface sensible heat flux. Note that
the surface sensible heat flux is generally smaller than the surface latent heat flux. Max-
ima occur in the winter hemisphere, especially in the Northern winter in association with
cold-air outbreaks over warm ocean currents at the east coasts of North America and Asia.
Local heat flux maxima associated with such cold outbreaks can be on the order of 1000 W
m�2, on individual days.

We close this chapter with a figure that illustrates the globally and annually averaged
vertical flows of energy by various processes. We use CERES data for the net vertical flux
of energy due to radiation, as a function of height. The net radiation curve is constrained
by measurements of the radiation at the top of the atmosphere, but the vertical profile is
computed using a radiative transfer model with the observed state of the atmosphere as
input. The net radiation is zero at the top of the atmosphere, and downward at all other
levels. This downward radiative energy flux must be balanced by upward fluxes due to
other processes. The energy flux due to large-scale circulations was computed from the
ECMWF Interim reanalysis, and is snown by the red curve. It reaches a maximum in
the lower middle troposphere, around 700 hPa, and decreases above. This means that the
large-scale ciruclation removes energy from the lower troposphere and deposits it in the
upper troposphere. The energy flux due to convection and turbulence, plotted as a green
curve, was computed as a residual, using the assumption that the total globally and annually
averaged flux of energy must be zero at all heights. It is largest at the surface, and decreaes
upward at all levels. All three curves hug zero at and above the 100 hPa level.

The surface value of the net radiation shown in the figure differs from the value shown
in Table 2.2, and surface flux due to convection and turbulence in the figure also differs
from the sum of the sensible and latent heat fluxes shown in Table 2.2. These differences
reflect various uncertainties in the calculations.

A key conclusion from the figure is that the globally and annually averaged upward
flux of energy due to convection and turbulence exceeds that due to large-scale motions
throughout the lower and middle troposphere. The two fluxes are approximately equal in
the upper troposphere. Remember, however, that the convective activity is determined in
part by the large-scale circulation, and vice versa. These two contributions to the upward
energy flux are jointly produced by what amounts to a single, strongly coupled system of
processes, operating on a wide range of spatial and temporal scales. That is a major theme
of this book.
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Figure 2.14: Estimates of the globally and annually averaged vertical flows of energy due to ra-
diation, large-scale motions, and convection and turbulence. The radiation fluxes are based on
CERES data. The fluxes due to large-scale motions are computed from the ECMWF reanalysis.
The fluxes due to convection and turbulence are computed as a residual.

2.5 Segue

This chapter provides a brief overview of the energy fluxes at the top of the atmosphere,
at the Earth’s surface, and across the atmosphere. The meridional structure of the net
radiation at the top of the atmosphere implies transports by the ocean-atmosphere system.
The meridional structure of the net surface energy flux implies energy transports by the
ocean. The meridional structure of the net flow of energy into the atmosphere, across its
upper and lower boundaries, implies a net transport of energy by the atmosphere. In later
chapters we will discuss the nature of these energy transports in more detail, and as well as
the meridional transports of angular momentum and moisture.

Among the most important points in this chapter is that the net radiative heating of the
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Earth’s surface is balanced mainly by evaporative cooling, and the net radiative cooling of
the atmosphere is balanced mainly by latent heat release. We also mentioned the important
effects of water vapor and clouds on the Earth’s radiation budget. Finally, we discussed
the lower boundary conditions on the global atmospheric circulation associated with the
distributions of continents and oceans, sea surface temperature, topography, vegetation,
and ice and snow.

With this preparation, we are now ready to take a look at some of the observed features
of the global circulation.

2.6 Problems

1. (a) Prove that, for any vector Q,

Z

S

— ·Q dS = 0, (2.14)

where the integral is taken over a closed surface, e.g., the surface of a sphere.
We assume that Q is everywhere tangent to the surface, i.e., it “lies in” the
surface and so can be described as a “horizontal” vector. Eq. (2.14) shows that
the globally averaged divergence of any horizontal vector is zero.

(b) Also prove that

Z

S

k · (—⇥Q) dS = 0, (2.15)

where the integral is taken over a closed surface. Here k is a unit vector every-
where perpendicular to the surface. Eq. (2.15) implies that the global mean of
the vertical component of the vorticity is zero.

2. (a) Suppose that 1 W m�2 is supplied to a column of water 100 m deep. Assume
that the temperature changes uniformly with depth throughout the entire col-
umn. How much time is needed to increase the temperature of the water by 1
K?

(b) Estimate the heat capacity of the entire global ocean in J K�1. If all of the solar
radiation incident at the top of the atmosphere were used to warm the ocean
uniformly, how long would it take for the temperature of the entire ocean to
increase by 1 K?
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Chapter 3

A quick overview of the circulation

3.1 Introduction

This chapter is intended to provide a brief summary of some of the important phenom-
ena of the observed seasonally varying global circulation of the atmosphere, with a few
additional comments about non-seasonal variability. Selected fields will be shown and de-
scribed, with an emphasis on mass, the winds, temperature, and moisture. Among the most
important phenomena introduced are the tropical Hadley and Walker circulations, the mon-
soons, planetary waves, and some aspects of the hydrologic cycle. All of these things will
be discussed in more detail in later chapters. Lots of questions will be raised, but for the
most part the answers will be deferred until later.

Many of the plots shown in this and later chapters are based on analyses (actually, re-
analyses) created at the European Centre for Medium Range Weather Forecasts (ECMWF;
Uppala et al., 2005). The existence of such analyses, and their ready availability online,
makes a book like this one enormously easier to create now than in decades past. The
nature of a reanalysis is briefly explained in Chapter 6.

3.2 The global distribution of atmospheric mass

Mass is arguably the most fundamental quantity in any physical description of the atmo-
sphere. The density, r , is defined as the mass of air per unit volume. With high accuracy,
the surface pressure is equal to the weight of the air above, per unit area, which is given by

pS =

•Z

zS

rgdz. (3.1)

.

Here p is pressure, the subscript S denotes a surface value, g is the acceleration of gravity,
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and z is height. The surface pressure varies from place to place, in part due to the effects
of topography and in part due to the circulation of the atmosphere. An example is shown
in Fig. 3.1. The figure shows surface pressure scatter-plotted against surface elevation, for
00Z (i.e., midnight in Greenwich, England) on January 1 and July 1, 2000. The main point
of the figure is that a large fraction of the spatial variability of surface pressure is due to
topography; you already knew this, but perhaps you have never seen the data plotted this
way before. For each hemisphere, the data fall roughly onto two curves. The Northern
Hemisphere points on the upper curve come mainly from Greenland, mainly for January,
and the Southern Hemisphere points on the upper curve come mainly from Antarctica.
The scatter of the data about their mean for each surface elevation indicates the dynamical
variability of the surface pressure. The range of variability is particularly large when the
surface height is zero, which means that it is large for the oceans. An interpretation is that
weather systems are particularly vigorous over the oceans.

Maps of surface pressure are dominated by minima associated with mountain ranges.
Because of this, maps of surface pressure maps do not clearly show how the horizontal
pressure-gradient force varies with changes in the weather. To get around this problem, it
is conventional to define “sea-level pressure,” which is computed by adding to the surface
pressure a correction that is designed to represent the additional pressure that would occur
if the mountains were not present. Fig. 3.2 shows monthly mean maps of sea-level pres-
sure for January and July. These maps are much smoother than weather maps plotted for
particular observation times, because the moving highs and lows that represent individual
weather systems have been smoothed out by the time-averaging. The plots on the right side
of Fig. 3.2 show the corresponding zonally averaged distributions of the sea-level pressure
for January and July.

Throughout this book, we will distinguish between the zonally averaged circulation,
one aspect of which is the zonally averaged sea-level pressure shown in the right-side panels
of Fig. 3.2, and departures from the zonal average, which we will call “eddies”. The highs
and lows of the sea-level pressure that can be seen in Fig. 3.2 are associated with eddies.

Especially in the Northern Hemisphere, there is a very pronounced tendency for low
pressure over the oceans and high pressure over the continents in winter, and vice versa
in summer. This seasonal shift of mass between the oceans and continents is associated
with a seasonal shift in surface temperature. Fig. 3.3 shows the departure of the surface
temperature from its zonal mean at each latitude, for January and July. We can say that
these are plots of the “eddy surface temperature.” The figures show that in middle latitudes,
especially in the Northern Hemisphere, the surface air temperature is generally colder over
the continents than over the oceans in winter, and vice versa in summer. Particularly cold
temperatures occur on the eastern sides of the Northern Hemisphere continents in January.
This is partly because the flow is generally from west to east, so that the air on the east
sides of the continents has traveled all the way across the cold continent in order to reach
the eastern side, gradually cooling along the way. The strong temperature contrast on the
east coasts of the Northern Hemisphere continents in winter leads to the frequent formation
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Figure 3.1: Surface pressure plotted against surface height, for particular observation times. Note
that the vertical scale decreases upward. Color is used to indicate roughly which latitudes the data
points come from. The dots along the dark blue curve come from Greenland, and the dots along
the light blue curve come from Antarctica. The data were taken from a latitude-longitude grid, so
the individual points do not represent equal areas.
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Figure 3.2: Sea-level pressure maps. The contour interval is 3 hPa. Values higher than 1020 hPa
have dark shading, and those lower than 990 hPa have light shading. Averages with respect to
longitude are shown on the right.

of winter storms, which are often called “baroclinic eddies.” Further discussion is given
later.

Comparison of Figs. 3.2 and 3.3 shows that there is a tendency for high sea-level
pressures to be associated with cold surface temperatures, and vice versa. To understand
this, recall that cold air has a higher density than warm air (for a given pressure), so that
a “pile” of cold air of a given geometrical thickness will contain more mass, and therefore
weigh more, than a pile of warm air of the same geometrical thickness. This can be seen
mathematically by combining the ideal gas law with (3.1) to obtain

pS =

•Z

zS

⇣ pg
RT

⌘
dz. (3.2)

.
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Figure 3.3: The departure of the 2 m temperature from its zonal mean at each latitude, for January
and July. Positive values are shaded. The contour interval is 2 K.

Here R is the gas constant for dry air, and T is temperature.

Fig. 3.2 shows that for both January and July there is a tendency for high sea-level
pressure to occur in the subtropics, near ±30�. These subtropical highs typically appear as
“cells,” e.g., in the North Atlantic and North Pacific in July, or off the west coast of South
America in January. In many cases, the subtropical highs are found over the eastern parts
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of the oceans. In the Northern Hemisphere, they are particularly strong in the northern
summer (Hoskins, 1996). Strong highs are also apparent in middle latitudes during winter,
e.g., in Siberia and western North America. Both regions are quite mountainous.

In spherical coordinates, and using pressure as the vertical coordinate, geostrophic bal-
ance is expressed by

0 = f vg �
1

acosj

✓
∂f
∂l

◆

p
, (3.3)

and

0 =� f ug �
1
a

✓
∂f
∂j

◆

p
, (3.4)

where ug and vg are the zonal and meridional components of the geostrophic wind, respec-
tively; f is the Coriolis parameter, and f is the geopotential. With appropriate caution,
we can use (3.3) and (3.4) to relate the pressure gradients to the winds. For example,
throughout the year, there is a zonally oriented belt of low pressure across the tropics.
Geostrophy tells us that the decrease of sea-level pressure from the subtropics towards the
Equator implies tropical easterlies near the surface, although we have to be careful about
invoking geostrophy near the Equator, where the Coriolis parameter passes through zero.
Because the sea-level pressure generally decreases from the subtropics to middle latitudes,
the geostrophic relation leads us to expect surface westerlies on the poleward side of the
subtropical highs. The relatively high pressure over the poles suggests surface easterlies
near the south pole, although the “sea-level” pressures plotted for Antarctica must be taken
with a grain of salt because the surface of Antarctica is far above sea level.

In the Northern Hemisphere during northern winter, prominent low-pressure cells ap-
pear, most notably near the Aleutian Islands and Iceland. These are regions where storm
systems are often found on individual days. There is a tendency for a minimum of the
sea-level pressure near 60�N, especially in January but also to some extent in July. A very
pronounced belt of low pressure is found over the “southern ocean” north of Antarctica,
throughout the year, although it is more intense in July (winter) than January (summer).

Generally there is less seasonal change in the Southern Hemisphere than in the Northern
Hemisphere. Also, the departures from the zonal means are much stronger in the Northern
Hemisphere than the Southern Hemisphere.

The tropical sea level pressure distribution is generally very smooth and featureless,
compared to that of middle latitudes. A simple explanation for this was given by Jule Char-
ney (1963), in terms of the differences in dynamical balance between the tropics. Charney
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Figure 3.4: Jule G. Charney, whose many achievements include scale analyses of both extratropical
and tropical motions, development of the quasi-geostrophic theory, development (in his Ph.D. thesis
at the University of California at Los Angeles) of a classical theory of baroclinic instability, pioneering
work on numerical weather prediction, analysis of the interactions of cumulus convection with large-
scale motions in tropical cyclones, development of a theory of planetary waves propagating through
shear, analysis of blocking, and a theory of desertification. Figure used with permission of the MIT
Museum.

(Fig. 3.4) was one of the giants of twentieth-century meteorology. His work is discussed
for the first time in this chapter, but his name will come up again and again throughout
the remainder of this book. Charney’s explanation of the flatness of tropical sea-level pres-
sures is based on the fact that in middle latitudes the effects of the Earth’s rotation are much
more important than particle accelerations, while the opposite is true in the tropics. He be-
gan his scale analysis (see Appendix B) with the equation of horizontal motion, which can
be written in simplified form as
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Dv
Dt

+ f k⇥v =�—pf . (3.5)

Here v is the horizontal wind vector, and k is a unit vector pointing upward. The three
terms shown in (3.5) represent most of the “action” throughout most of the atmosphere.
For middle latitudes, their orders of magnitude can be estimated as follows:

����
Dv
Dt

����⇠
V 2

L
, (3.6)

| f k⇥v|⇠ fmidlatV, (3.7)

��—pf
��⇠ |df |

L
. (3.8)

Here V is a “velocity scale,” which might be on the order of 10 m s�1, L is a length scale,
which might be on the order of 106 m, and |df | is the magnitude of a typical fluctuation
of the geopotential height. Note that |dV | ⇠ V , but |df | is generally much less than f .
The numerical values of these scales have been chosen to be representative of “large-scale”
motions on the Earth; if we wanted to analyze small-scale motions, we would choose dif-
ferent numerical values. The same numerical values of V and L can be used for both the
tropics and middle latitudes because the term “large-scale” is used in the same way for both
regions.

In middle latitudes, the acceleration following a particle, Dv/Dt, is usually negligible in
(3.5), compared to the rotation term. A typical value of Dv/Dt can be estimated as V 2/L ⇠
102/106 = 10�4 m s�2. A representative midlatitude value of the Coriolis parameter is
10�4 s�1, so that fmidlatV ⇠ 10�3 m s�2, about one order of magnitude larger than Dv/Dt.
Geostrophic balance is, therefore, approximately satisfied in mid-latitudes, i.e.,

fmidlatV ⇠ (df)midlat
L

, (3.9)

or
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(df)midlat ⇠ fmidlatV L. (3.10)

According to (3.10), rotation can balance pressure gradients in midlatitudes.

The Coriolis parameter vanishes on the Equator, so it is reasonable to expect that suf-
ficiently close to the Equator geostrophic balance breaks down (a point discussed further
in Chapter 9), and particle accelerations tend to balance the pressure gradient force, much
as they do on small scales almost everywhere in the atmosphere, and in many engineering
contexts (e.g., the flow of water in a pipe):

V 2

L
⇠

(df)tropics

L
, (3.11)

or

(df)tropics ⇠V 2. (3.12)

Comparing (3.11) and (3.12), we see that

(df)tropics

(df)midlat
⇠ V

fmidlatL
⌘ Romidlat , (3.13)

where Romidlat is a midlatitude Rossby number. By substituting the numerical values given
above, we find that Romidlat ⇠= 0.1. Eq. (3.13) therefore tells us that geopotential height
fluctuations on pressure surfaces are much smaller in the tropics than in middle latitudes.
It follows that pressure fluctuations on height surfaces are an order of magnitude smaller
in the tropics than in middle latitudes. The real message is that the horizontal pressure-
gradient force is much smaller in the tropics than in middle latitudes. This conclusion
holds at any level, so it holds at all levels.

At this point, we can bring in the hydrostatic equation to show that large-scale fluctua-
tions of temperature and surface pressure are also much smaller in the tropics than in middle
latitudes. Suppose that the pressure-gradient force is small at some particular height. If the
temperature changes rapidly in the horizontal, this will imply large horizontal pressure gra-
dients at other heights. The implication is that if the horizontal pressure gradient is small at
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Figure 3.5: The departure of the 500 hPa temperature from its value at Darwin, Australia, for
January. The contour interval is 2 K, and the zero contour is solid while negative contours are
dashed. Note the amazing uniformity of the tropical temperatures. This is a consequence of the
smallness of the Coriolis parameter in the tropics, as explained by Charney (1963).

all levels, then the horizontal temperature gradients must also be small. Fig. 3.5 illustrates
this.

The smallness of horizontal temperature gradients in the tropics is now widely invoked
to justify what is called the “weak temperature gradient approximation” (e.g., Sobel et al.,
2001). It is important to remember, however, that, as explained above, Charney’s primary
conclusion is that horizontal pressure gradients are weak in the tropics; the weakness of the
tropical horizontal temperature gradients is a secondary conclusion (Romps, 2012).

3.3 Zonal wind

Fig. 3.6 shows the latitude-height distribution of the zonally averaged zonal wind for Jan-
uary and July, respectively. The plot extends from the surface to the middle stratosphere.
We plot the wind components and other variables against height, rather than pressure, be-
cause the pressure coordinate tends to “squash” the stratosphere into a thin region at the top
of the plot, obscuring its structure. Although the stratosphere contains only a small frac-
tion of the mass of the whole atmosphere, it is home to some spectacular phenomena, and
its dynamical influence extends downward into the troposphere. The stratosphere should
be of interest even to people who are mainly interested on the global circulation of the
troposphere.

In both January and July, easterlies extend through the entire depth of the tropical tro-
posphere. They are somewhat stronger in July. They are concentrated in the Northern
Hemisphere in July and the Southern Hemisphere in January. The near-surface easterlies
are stronger in the winter hemisphere.
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Figure 3.6: Latitude-height section of the zonal wind. The contour interval is 5 m s�1. Easterlies
are shaded.

Westerly jet streams are quite prominent in the upper troposphere, especially in the
winter hemisphere. These are called the subtropical jets, and they reach their maximum
strength during winter at about 30� latitude. Directly below the winter subtropical jet, the
surface zonal wind is very weak. The jet extends poleward, however, with a hint of a second
maximum in the troposphere near 50 or 60� from the Equator, where the zonally averaged
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surface wind is definitely westerly. The subtropical jets are weaker in summer, and are
shifted to about 45� latitude. The subtropical jet maxima are consistently found near the
200 hPa level, which is the cruising altitude of commercial airliners.

Suppose that the zonal surface wind is nearly geostrophic. Then, in the absence of
mountains (e.g., over the oceans) the surface pressure must have a meridional maximum at a
latitude where uS passes through zero, i.e., where surface easterlies meet surface westerlies.
Comparison of Fig. 3.2 with Fig. 3.6 shows that in fact the subtropical surface-pressure
maxima occur at about the same the latitudes where the zonal component of the surface
wind passes through zero. The subtropical highs sit under the subtropical jets.

Strong westerly jets also occur in the winter stratosphere. In the Southern Hemisphere
in July, there is a clear minimum in the westerlies near 150 hPa, at about 40�S. Above
and poleward of this minimum is a very powerful stratospheric westerly jet, called the
polar night jet. As shown below, these strong stratospheric westerlies are associated with
very cold stratospheric temperatures over the poles. A similar but weaker polar night jet
occurs in the Northern Hemisphere winter. The stratospheric jets are separated from the
troposphere jets by a (weak) minimum of the westerlies.

Easterlies fill the summer-hemisphere stratosphere. As discussed later, the summer
stratosphere is radiatively controlled, while the winter stratosphere is strongly influenced
by dynamics, including upward wave propagation from the troposphere.

XX add discussion of radiatie heating figure

The zonally averaged surface winds are quite weak near the poles.

Fig. 3.8 shows maps of the 850 hPa zonal wind for January and July, respectively.
Again, keep in mind that many intense small-scale (⇠1000 km) features would appear in
daily maps, but have been smoothed out here by time averaging. The monthly mean maps
show very obvious alternating bands of easterlies and westerlies, which are qualitatively
reminiscent of Jupiter (see Fig. 3.9), although Jupiter has more bands; generally speaking,
the Earth’s atmosphere features easterlies in the tropics, westerlies in middle latitudes,
and easterlies again near the poles. We can also see features associated with the strong
cells in the sea level pressure maps, e.g., the easterlies in the extreme North Pacific in
January, associated with the Aleutian Low. Again, variations with longitude are much more
apparent in the Northern Hemisphere than the Southern Hemisphere. Generally speaking,
however, the features seen in the maps have a very zonal orientation, with strong north-
south gradients and relatively weak east-west gradients. Note the intensification of both the
zonal-mean flow and the eddies of the midlatitude westerlies in winter, in each hemisphere.
In winter, the Northern Hemisphere westerlies are particularly strong over the oceans.

The strong positive maximum in the Arabian Sea in July is associated with the Indian
monsoon; this is discussed in Chapter 9. The westerlies north of Australia (but south of the
Equator) in January are indicative of the Winter Monsoon. In both regions, the sign of the
zonal wind reverses seasonally.
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January SW July SW Annual SW

January LW July LW Annual LW
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Figure 3.7: Latitude-height sections of longwave (LW), shortwave (SW) and net radiative heating
rates for January, July, and the annual mean. The color bar for the net heating differs from the other
two color bars. These data are from the ERA5 reanalysis, so they are not true measurements but
they have been influenced by measurements.

Fig. 3.10 shows the corresponding maps for 200 hPa. The winds are generally stronger
aloft than near the surface; this is true of both the zonal-mean flow and the eddies. Note
the very prominent January westerly jet maxima off the east coasts of North America and,
especially, Asia. There is also a westerly jet maximum at about 30� S, near the Date
Line. In the Northern winter, there are “dipoles” consisting of easterly-westerly pairs,
straddling the equator, near the Americas and also near the longitude of Australia. At some
longitudes, the westerlies extend to the Equator in January. In July, there are equatorial
easterlies at all longitudes, and the westerlies have intensified in the midlatitudes of the
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Figure 3.8: Maps of the 850 hPa zonal wind, for January and July. The contour interval used is 3 m
s�1. Easterlies are shaded.

Southern Hemisphere, and weakened in the midlatitudes of the Northern Hemisphere. Two
intrusions of westerlies are seen in the Northern Hemisphere tropics: one just east of the
Date Line, and another over the Atlantic Ocean. As discussed later, these regions of mean
westerlies allow waves to propagate from middle latitudes into the tropics.
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Figure 3.9: An image of Jupiter obtained from the Cassini probe on December 7, 2000. Note the
zonal bands, and the Great Red Spot in the southern hemisphere. The black dot is the shadow of
Jupiter’s moon Europa. From https://www.jpl.nasa.gov/spaceimages/details.php?
id=PIA02873.

3.4 Meridional wind

Fig. 3.11 shows the latitude-height distribution of the zonally averaged meridional wind
for January and July, respectively. The zonal means reach about 2 m s�1 in absolute value;
the strongest values occur in the tropics. In the winter-hemisphere tropics, in both months,
there is a conspicuous dipole structure, with poleward flow aloft and equatorward flow near
the surface. Evidently there is convergence near the equator at low levels, and divergence
aloft. The convergence zone near the surface shifts from the Southern Hemisphere in Jan-
uary to the Northern Hemisphere in July. These features are associated with the Hadley
circulation, which is discussed later in this chapter and again in Chapter 6. Poleward flow
is also found near the surface in middle latitudes, with weak equatorward flow above. We
can also see weak regions of low-level convergence near 60�S and 60�N.

As with most other fields, the seasonal changes of the meridional wind in the mid-
latitudes of the Southern Hemisphere are quite weak, relative to those in the Northern
Hemisphere.

The mass-weighted vertical mean of the time- and zonally averaged meridional wind
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Figure 3.10: Maps of the 200 hPa zonal wind for January and July. The contour interval is 5 m s�1.
Easterlies are shaded.

must be very close to zero at all latitudes. This can be understood from the surface pressure-
tendency equation,

∂ pS

∂ t
+— ·

0

@
pSZ

0

vd p

1

A= 0, (3.14)
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January

July

Figure 3.11: Latitude-height plots of the zonally averaged meridional wind, for January and July.
The contour interval is 0.5 m s�1.

which is derived in Chapter 4. In (3.14), v is the horizontal wind vector. The physical
meaning of (3.14) is that the surface pressure changes in time due to the convergence or
divergence of mass in the column above. Averaging (3.14) around a latitude circle gives

∂ pS
l

∂ t
=

�1
acosj

∂
∂j

0

B@
pSZ

0

vd p

l

cosj

1

CA . (3.15)
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In an average over a sufficiently long time,
∂ pS

l

∂ t
must become negligible at each latitude,

because pS is bounded within a fairly narrow range, so that (3.15) reduces to

∂
∂j

0

B@
pSZ

0

vd p

l ,t

cosj

1

CA= 0. (3.16)

Eq. (3.16) means that
pSR

0
vd p

l ,t

cosj is independent of latitude. Since cosj = 0 at both

poles, we conclude that

pSZ

0

v d p

l ,t

= 0 at all latitudes. (3.17)

The physical interpretation of (3.17) is very simple. Suppose, for example, that
pSR

0
vd p

l ,t

was positive at the Equator, so that air was systematically flowing out of the Southern Hemi-
sphere and into the Northern Hemisphere. That can really happen at a given instant, but if
it continued over time the surface pressure in the Southern Hemisphere would eventually
decrease to zero and the surface pressure in the Northern Hemisphere would increase to
roughly double its normally observed average value. The pressure-gradient force would of
course resist such a scenario. The implications of (3.17) for angular momentum transport
are discussed in Chapter 6.

It follows from (3.3) that the zonally averaged meridional component of the geostrophic
wind is exactly zero:

vg
l = 0 (3.18)

on each pressure surface. Eq. (3.18) implies that all zonally averaged meridional circula-
tions are completely ageostrophic. An implication is that the important large-scale circula-
tions are not necessarily close to geostrophic balance. We note, however, that the strongest
features in Fig. 3.11 are found in the tropics, where geostrophy is expected to lose its grip.
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Eq. (3.15) shows that the mass-weighted vertical integral of the meridional wind (i.e.,
the vertically integrated meridional mass flux) can lead to systematic changes with time in
the meridional distribution of atmospheric mass. Fig. 3.12 shows the variation with season
of the vertically and zonally averaged meridional velocity, as inferred from the seasonal
changes of the distribution of mass. The top panel shows variations with latitude, and the
bottom panel shows the seasonal cycle at the Equator. The values are tiny: on the order of
1 millimeter per second.

Figure 3.12: Seasonal variations of the mass-weighted vertically averaged meridional velocity, as
inferred from the seasonally changing meridional distribution of surface pressure. The top panel
shows variations with latitude, and the bottom panel shows the climatological seasonal cycle at the
Equator. From Trenberth et al. (1987).

The globally averaged surface pressure is very nearly invariant with time, apart from
small changes associated with the seasonal cycle of atmospheric water vapor. Trenberth
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et al. (1987) discuss observations of the seasonal changes of the hemispherically averaged
and globally averaged surface pressures associated with dry air and with water vapor. These
are shown in Fig. 3.13. The fluctuations are on the order of 0.1% of the atmosphere’s mass.
Further discussion of the observed distribution of water vapor is given later in this chapter.

Figure 3.13: The variations with season of the hemispherically averaged and globally averaged
surface pressures associated with dry air and with water vapor. From Trenberth et al. (1987).

Fig. 3.14 shows maps of the 850 hPa meridional wind for January and July, respec-
tively. Fig. 3.15 shows the corresponding maps for the 200 hPa surface. Unlike the zonal
wind, the time-averaged meridional wind does not show a banded, east-west structure; the
east-west gradients are at least as strong as the north-south gradients. In the Northern Hemi-
sphere, there is a tendency for alternating southerly and northerly flows, with a structure
that resembles zonal wave number 3 or 4, i.e., 3 or 4 maxima and minima around a latitude
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circle. The time-averaged meridional currents in the Southern Hemisphere are generally
weaker than those in the Northern Hemisphere. The intensities of the meridional currents
are stronger at 200 hPa than at 850 hPa. In the Northern Hemisphere especially, there is a
tendency for stronger features in winter than in summer.
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Figure 3.14: Maps of the 850 hPa meridional wind, for January and July. The contour interval is 2
m s�1. Northerlies are shaded.

As can be seen in Fig. 3.11, the zonally averaged meridional flow in the tropics of the
winter hemisphere is generally toward the summer pole at low levels, and toward the winter
pole aloft. This is not very apparent in Fig. 3.14 or Fig. 3.15, however. Fig 3.14 shows
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Figure 3.15: Maps of the 200 hPa meridional wind, for January and July. The contour interval is 2
m s�1. Northerlies are shaded.

a strong southerly flow at 850 hPa just north of the Equator in July, associated with the
Indian summer monsoon. The northerly flow near 120�E in January is associated with the
winter monsoon, but is relatively inconspicuous.

In many parts of the world, the mean meridional wind reverses seasonally. Examples
include the Arabian Sea, most of the North Pacific, and the southern Great Plains of North
America.
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Fig. 3.16 shows the streamlines at 850 hPa, for January and July, and Fig. 3.17 shows
the corresponding streamlines at 200 hPa. Streamlines indicate direction but not magnitude.
Such features as the subtropical highs and midlatitude lows of sea-level pressure are clearly
evident in the 850 hPa winds. There are strong cross-equatorial flows at 850 hPa in both
the Pacific and Indian Oceans, in July. The 200 hPa streamlines show the wavy patterns in
the midlatitude winter, and also tropical phenomena including a strong monsoon-induced
anticyclone over the Indian subcontinent in July.

3.5 Vertical velocity and the mean meridional circulation

The “mean meridional circulation” (MMC) is the name given to the circulation of mass in
the the latitude-height plane. It can be analyzed by starting from the continuity equation in
pressure coordinates, which is

—p ·v+
∂w
∂ p

= 0, (3.19)

where w is the vertical velocity as seen in pressure coordinates, i.e., the time rate of change
of pressure following a particle of air. Taking the zonal average of (3.19), and using the
form of the divergence operator in spherical coordinates as discussed in Chapter 2, we find
that

1
acosj

∂
∂j

⇣
vl cosj

⌘
+

∂wl

∂ p
= 0. (3.20)

It is useful to discuss the MMC in terms of a “stream function,” y . Plots of y conveniently
depict the zonally averaged vertical velocity and the zonally averaged meridional velocity,
together in one diagram. The definition of y is embodied in the two equations

vl 2pacosj ⌘ g
∂y
∂ p

, (3.21)

wl 2pa2 cosj ⌘�g
∂y
∂j

. (3.22)
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January

July

Figure 3.16: Streamlines of the 850 hPa wind, for January and July.

The motivation for this definition is that, for any given distribution of y , the zonally av-
eraged continuity equation, (3.20), is automatically satisfied; this is easy to verify by sub-
stitution. Note that y is independent of longitude, because it is defined in terms of the
zonal averages of v and w . Because y is defined in terms of its derivatives, it can only be
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January

July

Figure 3.17: Streamlines of the 200 hPa wind, for January and July.

determined within an arbitrary constant. In other words, an arbitrary constant can be added
to y without changing vl or wl .

A minor technical difficulty is that the zonal averages used to define y cannot be carried
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out for pressure surfaces that intersect the ground. We are going to ignore that issue. It can
be skirted, for example by using a terrain-following vertical coordinate system, but the
details are too technical to consider here.

In view of (3.21) and (3.22), we can compute y from either vl or wl , but observations
of vl are generally considered more reliable, so vl is the better choice. In order to do the
vertical integration, we need a boundary condition. At p = 0, we have w = 0; this means
that the atmosphere is neither gaining nor losing mass by exchanges with space. It follows
that

∂y
∂j

= 0 at p = 0, (3.23)

i.e., the top of the atmosphere is a line of constant stream function. Similarly, lines of
constant y cannot intersect the Earth’s surface; if they did, that would imply a flow of air
through the Earth’s surface. We can therefore set

∂y
∂j

= 0 at p = pS, (3.24)

In fact, since the zonal mean of the vertically integrated meridional wind is approximately
zero in a time average, y must take the same latitude-independent value at p = 0 and
p = pS. It is conventional to choose this value to be zero, i.e., we use the upper boundary
condition

y = 0 at p = 0; (3.25)

this choice determines the arbitrary constant mentioned above.

Note from (3.21) and (3.22) that

y ⇠
✓

d p
g

◆
· L

t
·L ⇠ M

L2 ·
L2

T
=

M
T

(3.26)

where M denotes dimensions of mass, L denotes dimensions of length, and T denotes
dimensions of time. According to (3.26), y has dimensions of mass per unit time. It is
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usually expressed in units of 1012 g s�1, which is the same as 109 kg s�1. This unit is
sometimes called a “Sverdrup” (abbreviated Sv) in the oceanographic literature.

Fig. 3.18 shows the latitude-height distribution of the stream function of the MMC,
for January and July, respectively. The observed meridional wind has been used to create
these plots, by vertical integration of (3.21), and use of (3.25). The figure shows that
deep rising motion occurs in the summer-hemisphere tropics, with sinking motion on either
side. The strongest tropical rising motion is near 300 hPa, but notice that weak rising
motion continues into the tropical stratosphere. The strongest subsidence is in the winter
hemisphere subtropics, again near 300 hPa. Rising motion occurs in middle latitudes, and
is strongest in the winter. Maximum values tend to occur near 500 hPa. Sinking motion
is found near the poles, mainly in the lower troposphere. The cover of this book shows a
portion of a Hadley cell over Africa in August, when the “large” Hadley cell has its rising
branch north of the Equator, and its sinking branch in the southern subtropics. The rising
branch of the is marked by the bright thunderstorms across Africa and extending out over
the Atlantic Ocean, slightly north of the Equator. The sinking branch is associated with
clear air over southern Africa, and shallow stratocumulus clouds over the South Atlantic.

The dominant cellular structures in the tropics are called “Hadley cells.” They are
very important branches of the global circulation. There is a “large” Hadley cell at each
solstice, with its rising branch in the summer-hemisphere tropics and its body extending
into the winter-hemisphere subtropics. Its peak magnitude is about 160 x 1012 g s�1. A
weaker Hadley cell is found in the summer hemisphere. Both Hadley cells are “direct”
circulations, which means that their rising branches are warmer than their sinking branches.
As discussed later, direct circulations convert potential energy into kinetic energy.

Because of the seasonal growth and decay of the Hadley cells in the two hemispheres,
the zonally averaged meridional wind at the Equator reverses seasonally. Near the sol-
stices it is from the winter hemisphere into the summer hemisphere at low levels, and from
the summer hemisphere into the winter hemisphere in the upper troposphere. Bowman
and Cohen (1997) discuss the inter-hemispheric transports associated with the seasonally
changing Hadley circulations.

There are also indirect circulations in the middle latitudes, most clearly in the Southern
Hemisphere in both seasons and both hemispheres. These are called “Ferrel cells.” The
sinking branches of the Ferrel cells are adjacent to the sinking branches of the Hadley
cells; both are found in the subtropics, near 30� of latitude both north and south of the
Equator. In these latitude belts, the sinking air diverges away horizontally, both toward the
pole and toward the Equator. The poleward branch is the inflow to the rising motion of the
Ferrel cell, and the Equatorward branch is the inflow to the rising branch of the Hadley cell.
Recall that the zonally averaged sea-level pressure has its maximum in the subtropics; we
can think of the diverging subtropical meridional flows as being pushed by the meridional
pressure-gradient force, from the sea-level pressure maximum towards lower pressure on
both sides. Further physical interpretation of the Ferrel cells is given later.
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Figure 3.18: The stream function of the mean meridional circulation. Positive values represent
counterclockwise circulations, while negative values represent clockwise circulations. The units are
1012 g s�1.

Finally, the polar regions play host to weak direct circulations.

There is an important but very slow meridional circulation in the stratosphere, called
the Brewer-Dobson circulation (Butchart, 2014). It is too weak to show up in Fig. 3.18,
but it carries mass upward across the tropopause in the tropics, and then towards the winter
pole. It produces important transports of ozone and angular momentum. It is discussed
further in Chapter 11.

It is interesting to examine the seasonal change of the MMC, as shown in Fig. 3.19.
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Rough symmetry between the hemispheres is seen approximately one month after the
equinoxes. Near the solstices, the Hadley cells are best developed on the winter side, and
least developed on the summer side. Explanations for this for this have been proposed by
Lindzen and Hou (1988); Hack et al. (1989), and Dima and Wallace (2003). The rising
motion on the summer side of the Equator, near the solstice, is associated with the sum-
mer monsoons (Newell et al., 1972; Schulman, 1973; Dima and Wallace, 2003), which are
discussed in Chapter 9.

The correspondence between the zonally averaged vertical motion and the zonally av-
eraged meridional motion is fairly evident. The meridional currents can be interpreted as
outflows from or inflows to the vertical currents. Fig. 3.20 shows maps of the 500 hPa
vertical velocity for January and July, respectively. The units are nanobars per second. The
strongest maxima and minima have absolute values of roughly 1000 nanobars per second,
which is about 100 hPa per day. Fig. 3.18 shows that there are regular bands of rising
and sinking motion, arranged along latitude circles. The bands are apparent in Fig. 3.20,
especially in the July data. There is some tendency for rising motion in the tropics; sink-
ing motion in the subtropics, especially in the winter hemisphere; rising motion in middle
latitudes; and sinking motion over the poles. Sinking motion tends to be associated with
surface pressure maxima, and rising motion with surface pressure minima. For example,
the subtropical highs are clearly identifiable as regions of large-scale sinking motion in the
middle troposphere. The seasonal change of the large-scale vertical motion is very spec-
tacular in the region of the Tibetan plateau. Rising motion occurs in summer, and sinking
motion in winter. These changes are associated with the Indian monsoon, as discussed in
Chapter 9. There are some cases of rising motion upstream of mountain ranges, and sink-
ing motion downstream; examples are the Rocky Mountains and the Himalayas, in winter.
Looking at the other major mountain ranges of the world, however, it is not easy to see a
clear pattern of orographically forced vertical motions. They do exist, but a more refined
analysis is needed to detect them.

Note the rising motion over southern Africa and tropical South America in January, in
the same regions where we will see later that there are water vapor maxima at 850 hPa
in January. There is a tendency for large water vapor mixing ratios in regions of rising
motion, and small water vapor mixing ratios in regions of sinking motion. In particular,
deserts, such as the Sahara, are regions of tropospheric sinking motion

3.6 Temperature

Fig. 3.21 shows the latitude-height distributions of the zonally averaged temperature for
January and July, respectively. At low levels, the warmest air is near the Equator, but near
100 hPa the coldest air is over the Equator. In fact, some of the lowest temperatures in
the atmosphere are found near the tropical tropopause. It is also true that the tropopause is
highest in the tropics and lowest near the poles. The tropopause height is nearly discontin-
uous in the subtropics, particularly in the winter hemisphere. In the stratosphere, extremely
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Figure 3.19: Seasonal change of the stream function of the mean meridional circulation. The
contour interval is 25 x 1012 g s�1. Shading is used for values larger than 100 x 1012 g s�1 and
smaller than -100 x 1012 g s�1. A similar figure appeared in Dima and Wallace (2003).

cold temperatures are found above the winter pole, especially in the Southern Hemisphere.
The summer pole is much warmer due to the absorption of solar radiation by ozone.
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Figure 3.20: Maps of w, the vertical “pressure velocity,” for the 500 hPa surface. The units are nb
s�1. Negative values (corresponding to rising motion) are shaded.

It has been suggested that, for a wide class of sufficiently massive atmospheres, the
tropopause must occur near the 100 hPa level, because at higher pressures the atmosphere
is relatively opaque to the thermal infrared radiation, while at lower pressures it is relatively
transparent (Robinson and Catling, 2013).

The midlatitude low-level temperature gradients are quite strong in the winter hemi-
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Figure 3.21: Latitude-height cross sections of temperature, for January and July. The contour
interval is 5 K.

sphere. Above 200 hPa, the summer pole is considerably warmer than the winter pole;
in fact, the zonally averaged temperature increases monotonically from the Equator to the
summer pole near 100 hPa. This suggests easterlies in the summer stratosphere, which are
observed. In the winter hemisphere, the warmest 100 hPa temperatures occur in middle lat-
itudes. The strong decrease of temperature between midlatitudes and the poles is consistent
with the polar night jets mentioned earlier.

Generally speaking, the lapse rate, �∂T/∂ z, is largest in the tropics, and smaller (or
even negative) near the poles. In January, a temperature “inversion” (i.e., temperature
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increasing upward) appears at low levels near the North Pole.

The thermal wind equations relate the vertical shear of the geostrophic wind to the
horizontal temperature gradient. They are given by

∂ug

∂ p
=

R
f pa

✓
∂T
∂j

◆

p
(3.27)

and

∂vg

∂ p
=

�R
f pacosj

✓
∂T
∂l

◆

p
. (3.28)

Thermal wind balance between the meridional temperature gradient and the vertical shear
of the zonal wind is well satisfied. This can be qualitatively confirmed by comparison of
Fig. 3.6 and Fig. 3.21.

Fig. 3.22 shows maps of the 850 hPa temperature for January and July, and Fig. 3.23
shows the corresponding results for 200 hPa. The expected winter-to-summer warming at
850 hPa is clearly evident in the Northern Hemisphere, but not in the Southern Hemisphere,
except over land. Monthly mean temperatures over the high Antarctic terrain reach about
-50�C in July, while those over the Arctic ocean in January do not fall below -35�C. In the
tropics there is very little seasonal change, and the temperature distribution is very uniform,
for reasons that we have already discussed.

Naturally, the temperature gradient points mainly from the poles toward the tropics
at 850 hPa, but wavy patterns are plainly visible in the Northern Hemisphere in January.
There are some regions in which the mean temperature actually increases poleward, at 850
hPa, e.g., from Northern Africa across to India in July, and north of Australia in January.
From thermal wind considerations, we might expect easterlies aloft in these regions. This
expectation is borne out in Fig. 3.10. In winter, there is a tendency for the eastern sides
of the Northern Hemisphere continents to be colder than the western sides. This leads to
particularly strong meridional temperature gradients on the east coasts. We know that such
strong temperature gradients favor a rapid upward increase of the westerlies; also, such
highly baroclinic regions are preferred centers of cyclogenesis.

The strongest temperature gradients at 200 hPa are found in high latitudes, especially
in winter. The wave-like eddy pattern is much stronger at 200 hPa than at 850 hPa. Par-
ticularly noticeable are the maxima over the North Pacific in January, over eastern North
America in January, and over southern Asia in July. Note that in each of these regions the
200 hPa temperature increases as we move from the tropics towards middle latitudes. This
implies a tendency for the westerlies to weaken above this level.
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Figure 3.22: Maps of the 850 hPa temperature for January and July. The contour interval is 5 K.

Recall that the potential temperature is defined by

q ⌘ T
✓

p0

p

◆k
, (3.29)

where p0 is a constant reference pressure, usually chosen to be 1000 hPa, and k = R/cp,
where R is the gas constant and cp is the specific heat of air at constant pressure. As
discussed in Chapter 4, important facts about the potential temperature are that it is con-
served under dry adiabatic processes, and that (with minor exceptions) it increases upward
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Figure 3.23: Maps of the 200 hPa temperature for January and July. The contour interval is 5 K.

throughout the atmosphere. This upward increase is evident in Fig. 3.24. In the tro-
posphere, potential temperature surfaces slope downwards from the polar regions to the
tropics, while in the stratosphere the opposite occurs. The stratosphere is easily identified
because the potential temperature increases upward very sharply there, showing that the
static stability is very strong. On the other hand, the static stability is particularly weak in
the tropical upper troposphere.

Hoskins (1991) distinguishes the following three regimes, which can be identified in
Fig. 3.24: There is an “Overworld,” in which by definition the potential temperature sur-
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Figure 3.24: Latitude-height cross sections of potential temperature, for January and July. The
contour interval is 10 K.

faces are everywhere above the tropopause. From the data, we see that such air has potential
temperatures of about 390 K or larger, i.e., the tropical tropopause roughly coincides with
the surface on which the potential temperature is 390 K. The “Middleworld” is defined to
have potential temperature surfaces that cross the tropopause, which means that air moving
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along isentropic surfaces in the Middleworld can move between the troposphere and the
stratosphere. The Middleworld is found outside the tropics, in middle latitudes. Finally,
the “Underworld” has potential temperature surfaces that intersect the Earth’s surface, so
that air moving isentropically in the Underworld can “sample” the properties of the Earth’s
surface and communicate these to the atmosphere. Much of the Underword is found in the
high-latitude troposphere. From Fig. 3.24, it appears that the largest potential temperatures
in the Underworld are on the order of 300 K, although in reality much larger values of the
potential temperature do occur locally near the Earth’s surface, e.g., on a summer afternoon
in the Sahara desert.

As you may know, potential temperature can be used as a vertical coordinate, and such
an approach has many advantages for interpreting the observations, for theoretical analyses,
and for numerical modeling (e.g., Hoskins et al., 1985). We will frequently use potential
temperature as a vertical coordinate in this book. Chapter 4 introduces the relevant con-
cepts.

3.7 Storm tracks

We need a notation that allows us to distinguish between eddies and zonal means. We
will occasionally (but not systematically) distinguish between “stationary” eddies, which
are anchored to features (such as mountain ranges) on the Earth’s surface, and so appear
in time-averaged (e.g. monthly mean) maps, and “transient” eddies that move and so are
smeared out to invisibility in sufficiently long time averages. We adopt the notations shown
in Table 3.1, some of which have already been used. In the following discussion, we con-
sider various statistics derived from the spatial and temporal distributions of fields called
v and T . We use these symbols only for convenience. In principle, v and T can be any
variables. They could be the same variable.

As discussed in Appendix C, the zonal mean of the product of two arbitrary variables v
and T can be expanded as follows:

vT t,l
= vt,l Tt,l

+ v⇤tT ⇤tl
+ v0l T 0l

t
+ v0⇤T 0⇤l ,t

. (3.30)

Here a prime denotes a departure from a time average, and a star denotes a departure from
the zonal mean. The terms of (3.30) have the following meanings:

• the term vt,l Tt,l represents the contribution to vT t,l from the product of the tempo-
rally and zonally averaged values of v and T ;
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Table 3.1: Terminology used in the discussion of the zonally averaged flow and eddy covariances.

Notation Meaning

( )
t Time mean

( )0
Departure from the time mean, or
transient component

( )
l

Zonal mean

( )⇤
Departure from the zonal mean, or
eddy component

• the term v⇤tT ⇤tl
represents the contribution from “stationary eddies,” i.e., eddies that

appear in time averages;

• the term v0l T 0l
t

represents the contribution from temporal fluctuations of the zonal
means, sometimes called the transient symmetric contribution; and

• the term v0⇤T 0⇤l ,t
represents the contribution from “transient eddies,” including baro-

clinic waves in the extratropics.

Finally, the “total eddy” contribution is the sum of the stationary and transient eddy contri-
butions.

Fig. 3.25 shows maps of the transient eddy meridional flux of temperature at 850 hPa,
for January (upper panel) and July (lower panel). The plots on the right show the zonal
averages. The maxima over the midlatitude oceans in winter are called the “storm tracks.”
They exist in summer too, but are much weaker (especially in the Nortern Hemisphere) and
shifted poleward.

3.8 Moisture

The globally averaged evaporation and precipitation rates, which must balance in a time
average, are not accurately known, but are a little less than 3 mm day�1. It follows that
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K m s-1

Figure 3.25: Maps of the transient eddy meridional flux of temperature at 850 hPa, for January
(upper panel) and July (lower panel). The plots on the right show the zonal averages.

an average water molecule spends a “residence time” of about 8 days in the atmosphere,
between its introduction by surface evaporation and its removal by precipitation.

The water vapor mixing ratio is the density of water vapor divided by the density of
dry air. Fig. 3.26 shows the latitude-height distributions of the zonally averaged water
vapor mixing ratio for January and July, respectively. Caution is needed here, because
the data presented in these figures have been fed through the analysis/forecast system of
a numerical weather prediction center, which can easily distort the distribution of water
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vapor. The figures show the most humid air near the equator, and the driest air near the
winter pole. The seasonal change in the Northern Hemisphere is quite dramatic. There is
an extremely rapid upward decrease of the mixing ratio at all latitudes. The largest average
values, near the surface in the tropics, are close to 18 g kg�1, which means that about 2%
of the air is water vapor. Even minute quantities of water vapor in the upper troposphere
and stratosphere can be very important radiatively.
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Figure 3.26: Latitude-height section of water vapor mixing ratio. The contour interval is 1 g kg�1.

Because the mixing ratio is greatest near the surface, regions of low-level mass conver-
gence, such as those apparent in the zonally averaged meridional wind, tend to be regions
of vertically integrated moisture convergence as well. Although as much mass diverges at

83



Revised September 23, 2024 at 4:09pm

upper levels as converges at lower levels, the diverging air aloft is dry, while the converging
air near the surface is humid. A net convergence of water vapor occurs in such regions. The
situation is reversed in desert regions, where the dry upper tropospheric air converges and
descends.

The vertically integrated water vapor content of the air, with dimensions of mass per
unit area, is called the “column water vapor” or “the precipitable water.” Fig. 3.27 shows
the seasonal cycle of the zonally averaged precipitable water, as a function of latitude. The
tropical maxmimum shifts meridionally, favoring the summer hemisphere. The seasonal
variations are especially pronouced in the Northern Hemisphere.
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Figure 3.27: the seasonal cycle of the zonally averaged precipitable water, as a function of latitude.

Fig. 3.28 shows maps of the 850 hPa water vapor mixing ratio for January and July,
respectively. As would be expected, the largest values occur in the tropics and the summer
hemisphere. A very clear maximum extends around the circumference of the Earth in the
tropics, mainly somewhat north of the Equator. Meridional moisture gradients are often
quite sharp. There are also strong east-west variations, however. For example, in January
there are strong maxima over southern Africa and in the Amazon basin. Minima are found
in the subtropical highs. There are very dramatic seasonal changes over the midlatitude
continents, with larger values in summer. Major desert regions like the Sahara and western
North America are clearly associated with water vapor minima.

The relative humidity can be defined as the ratio of the actual water vapor pressure to the
saturation vapor pressure; the latter is an increasing function of temperature only, and was
introduced in Chapter 2. Locally, a relative humidity of 1 or more, corresponding to water
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Figure 3.28: Maps of the 850 hPa water vapor mixing ratio. The contour interval is 1 g kg�1 . Values
larger than 10 g kg�1 are darkly shaded.

vapor “saturation,” normally indicates the presence of cloud. The zonally averaged relative
humidity is shown in Fig. 3.29. The tropical troposphere is very humid in rainy regions
of the tropics, and high relative humidities are also found in middle latitudes, especially in
winter, where strong low-pressure systems are frequent.
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Figure 3.29: The observed latitude-height distribution of the zonally averaged relative humidity, in
%, as analyzed by ECMWF. Values larger than 60% are shaded.

3.9 Lots of questions

This chapter is designed to impart some familiarity with basic features of the observed
global circulation, but without much attempt to explain why the circulation appears as it
does. The observations presented raise many questions. For example:

• What determines the magnitude of the pole-to-equator gradient of the surface tem-
perature?

• Why are seasonal changes generally weaker in the Southern Hemisphere than in the
Northern Hemisphere?

• What determines the observed lapse rate of temperature? Why does the lapse rate
change as we move from the tropics to the middle latitudes to the poles?

• What determines the intensities and latitudes of the jet streams? Why do the winter
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jet maxima occur at particular longitudes?

• Why are the subtropical highs typically found on the eastern sides of the ocean
basins?

• Why is the Intertropical Convergence Zone mainly north of the Equator?

• What accounts for the observed patterns of large-scale rising and sinking motion?

• Why is there such a strong belt of low pressure around Antarctica? What determines
the locations and intensities of the Aleutian and Icelandic Lows?

• What determines the vertical distribution of water vapor?

• Why is the upper-level circulation “wavy”? Why is the lower-level circulation “lumpy?”

• What determines the height of the tropopause, as a function of latitude? Why is the
tropical tropopause so cold? Why does the tropopause height have a discontinuity
near the subtropical jets?

• What mechanisms generate the observed variations with longitude of the monthly-
mean fields?

• What accounts for the observed large-scale pattern of winds in a monsoon?

• How much do individual Januaries and Julys, for particular years, differ from the
“average” January and July conditions shown in this chapter? What causes such
year-to-year variations?

• What are the geographical patterns of the day-to-day weather fluctuations that ac-
company the monthly mean maps shown here, and how do these fluctuations affect
the time means?

• Why does the global circulation appear “smooth,” rather than “noisy?”

These and many other questions will be discussed in the remainder of this book. To
address them, we will need the ideas presented in Chapter 4.

3.10 Problems

1. Estimate the total water vapor content of the atmosphere, in kg. Explain how you
arrive at your answer.

2. Make a rough estimate of the total kinetic energy of the atmosphere, in joules. If all
of the solar radiation absorbed by the Earth were used to supply this kinetic energy,
how long would it take to accumulate the observed amount? Note: In reality the rate
of kinetic energy generation in the atmosphere is (fortunately) much less than the
rate at which the Earth absorbs solar radiation.
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